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New Algorithms for Secure Outsourcing of
Large-Scale Systems of Linear Equations

Xiaofeng Chen, Xinyi Huang, Jin Li, Jianfeng Ma, Wenjing Lou, and Duncan S. Wong

Abstract— With the rapid development in availability of cloud
services, the techniques for securely outsourcing the prohibitively
expensive computations to untrusted servers are getting more
and more attentions in the scientific community. In this paper,
we investigate secure outsourcing for large-scale systems of linear
equations, which are the most popular problems in various engi-
neering disciplines. For the first time, we utilize the sparse matrix
to propose a new secure outsourcing algorithm of large-scale
linear equations in the fully malicious model. Compared with the
state-of-the-art algorithm, the proposed algorithm only requires
(optimal) one round communication (while the algorithm requires
L rounds of interactions between the client and cloud server,
where L denotes the number of iteration in iterative methods).
Furthermore, the client in our algorithm can detect the misbe-
havior of cloud server with the (optimal) probability 1. Therefore,
our proposed algorithm is superior in both efficiency and
checkability. We also provide the experimental evaluation that
demonstrates the efficiency and effectiveness of our algorithm.

Index Terms— Cloud computing, outsource-secure algorithms,
system of linear equations.

I. INTRODUCTION

CLOUD Computing, the long dreamed vision of com-
puting as a utility, enables convenient and on-demand
network access to a centralized pool of configurable computing
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resources that can be rapidly deployed with great efficiency
and minimal management overhead [46], [47]. Cloud comput-
ing has plenty of benefits for real-world applications such as
on-demand self-service, ubiquitous network access, location
independent resource pooling, rapid resource elasticity, usage-
based pricing, outsourcing, etc. In the outsourcing computa-
tion paradigm, the users with resource-constraint devices can
outsource heavy computation workloads into the cloud server
and enjoy the unlimited computing resources in a pay-per-
use manner. As a result, the enterprises and individuals can
avoid large capital outlays in hardware/software deployment
and maintenance.

Despite the tremendous benefits, outsourcing computa-
tion also inevitably suffers from some new security chal-
lenges [42], [50]. Firstly, the computation tasks often contain
some sensitive information that should not be exposed to
the (semi-trusted) cloud servers. Therefore, the first security
challenge is the privacy of the outsourcing computation: the
curious cloud servers should not learn anything about what it is
actually computing (including the secret inputs and outputs).
We argue that the traditional encryption technique can only
provide a partial solution to this problem since it is very diffi-
cult to perform meaningful computations over the ciphertext.
Though the fully homomorphic encryption could be a potential
solution, the existing schemes are not practical yet. Secondly,
the semi-trusted cloud servers may return an invalid result. For
example, the servers might contain a software bug that will
fail on a constant number of invocation. Moreover, the servers
might decrease the amount of the computation due to financial
incentives and then return a computationally indistinguishable
(invalid) result. Therefore, the second security challenge is the
checkability of the outsourcing computation: the outsourcer
should have the ability to detect any failures if the cloud
servers misbehave. Trivially, the test procedure should never
be involved in some other complicated computations since
the computationally limited devices may be incapable to
accomplish a complicated test. At the very least, it must be far
more efficient than accomplishing the computation task itself
(recall the motivation for outsourcing computations).

The large-scale system of linear equations Ax = b [8], [23]
is one of the most basic algebraic problems in the scientific
community. In practice, there are many real world problems
that would lead to very large-scale and extremely dense
systems of linear equations with up to hundreds of thousands
or even millions unknown variables. For example, a typical
double-precision 50,000 x 50,000 system matrix resulted
from electromagnetic application would easily occupy up to
20 GBytes storage space. Hence, the storage requirements of
the system coefficient matrix may easily exceed the available
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memory of the customer’s computing device such as a modern
portable laptop. Plenty of researchers have devoted consider-
able amount of effort on seeking efficient algorithms for the
task. Recently, Wang et al. [48] proposed a secure outsourcing
mechanism for large-scale linear equations based on the itera-
tive methods. However, one fatal disadvantage of Wang et al.’s
scheme is multi-round communication between the client C
and server S. More precisely, it may require dozens of (or even
hundreds of) iterations for different matrix A by using the
iteration methods (we present some examples in Table 4).
As a result, it also requires dozens (or even hundreds) round
of communications between C and S. Therefore, the scheme
could be impractical for real-world applications.

A. Related Works

There are also plenty of research work on the securely
outsourcing computations in the past decades. Abadi et al. [2]
first proved the impossibility of secure outsourcing an expo-
nential computation while locally doing only polynomial time
work. Therefore, it is meaningful only to consider outsourcing
expensive polynomial time computations.

The theoretical computer science community has devoted
considerable attention to the problem of how to securely
outsource different kinds of expensive computations.
Atallah et al. [3] presented a framework for secure
outsourcing of scientific computations such as matrix
multiplications and quadrature. However, the solution used
the disguise technique and thus allowed leakage of private
information. Atallah and Li [4] investigated the problem
of computing the edit distance between two sequences
and presented an efficient protocol to securely outsource
sequence comparisons to two servers. Recently, Blanton et al.
proposed a more efficient scheme for secure outsourcing
sequence comparisons [11]. Benjamin and Atallah [6]
addressed the problem of secure outsourcing for widely
applicable linear algebra computations. However, the
proposed protocols required the expensive operations of
homomorphic encryptions. Atallah and Frikken [1] further
studied this problem and gave improved protocols based
on Shamir’s secret sharing. Some other works [36], [39]
also used Shamir’s secret sharing to perform homomorphic
computations over cloud. Trivially, the protocols based on
secret sharing require at least two non-colluding servers.
Wang et al. [49] presented efficient mechanisms for secure
outsourcing of linear programming computations. However,
the solution requires matrix-matrix operations (cubic-time
computational burden). Recently, Wang et al. [48] proposed a
secure outsourcing mechanism for solving large-scale systems
of linear equations based on the iterative methods. However,
it requires multi-round interactions between the client and the
cloud server and thus is impractical.

In the cryptographic community, Chaum and Pedersen [15]
firstly introduced the notion of wallets with observers, a piece
of secure hardware installed on the client’s computer to
perform some expensive computations. Hohenberger and
Lysyanskaya [33] proposed the first outsource-secure
algorithm for modular exponentiations based on the two
previous approaches of precomputation [14], [40], [43] and

server-aided computation [7], [27], [38], [51]. Recently,
Chen et al. [21] proposed more efficient outsource-secure
algorithms for (simultaneously) modular exponentiation in the
two untrusted program model. Chevallier-Mames et al. [22]
presented the first algorithm for secure delegation of elliptic-
curve pairings based on an untrusted server model. Besides,
the outsourcer could detect any failures with probability 1
if the server misbehaves. However, an obvious disadvantage
of the algorithm is that the outsourcer should carry out some
other expensive operations such as scalar multiplications and
exponentiations.

Since the servers (or workers) are not trusted by the out-
sourcers, Golle and Mironov [29] first introduced the concept
of ringers to solve the trust problem of verifying computation
completion. The following researchers focused on the other
trust problem of retrieving payments [5], [17]-[20], [45].
Besides, Gennaro et al. [25] first formalized the notion of
verifiable computation and presented a verifiable computa-
tion scheme for any function. However, it is inefficient for
practical applications due to the complicated fully homomor-
phic encryption techniques. Therefore, plenty of researchers
investigated verifiable computation for specific functions in
order to obtain much more efficient protocols [9], [12], [13],
[26], [28], [34], [35], [37].! Benabbas et al. [10] presented the
first practical verifiable computation scheme for high degree
polynomial functions. Green et al. [24] proposed new methods
for efficiently and securely outsourcing decryption of attribute-
based encryption (ABE) ciphertexts. Based on this work,
Parno et al. [41] showed a construction of a multi-function
verifiable computation scheme.

B. Our Contribution

In this paper, we propose a new secure outsourcing algo-
rithm for large-scale systems of linear equations Ax = b.
Our proposed algorithm works with a single cloud server
and the server is assumed to be lazy, curious, and dishonest
(fully malicious model). Compared with the state-of-the-art
algorithm [48], the proposed algorithm is superior in both
efficiency and checkability. Our contributions are three folds:

1) For the first time, we utilize the sparse matrix to
investigate securely outsourcing for large-scale systems
of linear equations. Our algorithm is suitable for any
nonsingular dense matrix A. However, in algorithm [48],
A must be a strictly diagonally dominant matrix for
convergence.

2) Our proposed algorithm only requires (optimal) 1 round
communication between the client C and server S, while
algorithm [48] requires L interactions due to the iterative
method.

3) In the proposed algorithm, the client C can detect the
misbehavior of server S with the (optimal) probability 1.
Surprisingly, we use neither the complicated knowl-
edge proof techniques nor the boolean garbled circuits.

Iwe argue that it is inappropriate to claim these protocols which do not use
homomorphic encryption are absolutely superior to Gennaro et al.’s one [25]
since they have limited application scope for specific functions.
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Fig. 1. Outsourcing Computation Architecture.
The computational complexity for the verification is
still O (n?).

C. Organization

The rest of the paper is organized as follows: Some security
definitions for outsourcing computation are given in Section II.
The proposed new outsource-secure algorithm of linear equa-
tions and its security analysis are given in Section III. The
experimental evaluation of the proposed algorithm is given
in Section IV. Finally, conclusions will be made in Section V.

II. SECURITY MODEL AND DEFINITIONS
A. Security Model

We consider an outsourcing computation architecture in
which an honest while resources-constrained client C wants
to outsource an expensive computation task F: D — M to a
cloud server S, as illustrated in Fig. 1. Trivially, S is not fully
trusted by C. Without loss of generality, we say that (C, S)
correctly implements F if F(x) = C5(x) for V x € D, where
C% means that C is given oracle access to S that records all
of its computation over time.

Golle and Mironov [29] first introduced the “lazy-but-
honest” model for the inversion of one-way function class
of outsourcing computations. As a rational economic agent,
S will try to minimize the amount of work it needs to perform
in order to retrieve the payment, while it will honestly provide
the computation results to C. It is reasonable to assume that
S is honest in this kind of outsourcing computation model.
Actually, given an invalid computation result, C can detect it
immediately with probability 1 since the verification of the
result is equivalent to compute the one-way functions.

Another well-known model is the “honest-but-curious”
model (originally called the semi-honest model), firstly intro-
duced by Goldreich et al. [30]. In this model, both the parties
are guaranteed to properly execute a prescribed protocol, but,
at the end of it, one party can use its own view of the execution
to infer about the other’s input. Therefore, S will also honestly
send the computation results to C. However, S will try his
best to retrieve some sensitive information such as the secret
input/output of C. Note that the computation results (i.e., the
output of §) are different from the output of C (i.e., the real
computation aim of C).

We can view S in the above two models as a passive
adversary. In many applications, we must consider the case that
S is an active attacker. For example, S can intentionally send a

computationally indistinguishable (invalid) result to C. That is,
S may be not only lazy and curious, but also dishonest. This
is the strongest adversarial model, and we name it the “fully
malicious model.” It seems to be very difficult to design secure
and efficient outsourcing algorithms for generic computations
in the full malicious model.

Hohenberger and Lysyanskaya [33] first introduced a
weaker model called “two untrusted program model” for
outsourcing exponentiations modulo a large prime. In the
two untrusted program model, there are two non-colluding
servers S; and S and we assume at most one of them is
adversarial while we cannot know which one. Besides, the
misbehavior of the dishonest server can be detected with
an overwhelming probability. Recently, Canetti et al. [16]
introduced the so-called “refereed delegation of computation
model,” where the outsourcer delegates the computation to
n servers under the assumption that at least one of the servers
is honest. Trivially, two untrusted program model can be
viewed as a special case of refereed delegation of computation
model for n = 2.

B. Formal Definition

Gennaro et al. [25] presented a formal definition for securely
outsourcing computation.

Definition 1: A securely outsourcing computation scheme
consists of a five-tuple (KeyGen, ProbGen, Compute, Verify,
Solve):

1) KeyGen(F, k) — (PK, SK): Given a security parame-

ter k, the randomized key generation algorithm generates
a public key PK that encodes the target function F, and
a corresponding secret key SK which is kept private by
the client C.

2) ProbGengg(x) — (ox,7y): The problem generation
algorithm uses the secret key SK to encode the function
input x as a public value o, which is given to the
server S to compute with, and a secret value 7, which
is kept private by the client C.

3) Computepy(c,) — o,: Given the public key PK and
the encoded input oy, the server computes an encoded
version oy of the output y = F(x).

4) Verifygx(oy) — 1 U 0: On input the secret key SK,
and the encoded value oy, the verification algorithm
outputs 1 if oy is valid; Otherwise, outputs 0.

5) Solvesx(zy,oy) — y: On input the secret key SK,
the secret “decoding” t,, and the encoded value oy,
the solving algorithm outputs the computation result

y = F(x).

C. Security Requirements

In the following, we introduce some security requirements
for outsourcing computation.

The first requirement is the privacy for the input/output
of the computation task. Informally, it means that the server
cannot learn anything from its interaction in the protocol in
the sense of indistinguishability argument.

Definition 2 (Privacy [25]): Given a security parameter k,
a pair of algorithms (C, S) is said to be privacy for the
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input/output of F if for any probabilistic polynomial time
(PPT) adversary A,

AdVS’ (F, k) < negl(k),

where AdvS'(F,k) = |Pr[b=b] — 1| is defined as the
advantage of A in the experiment as follows:

(PK, SK) & KeyGen(F, k);
(XO, xl) - APubProbGenSK(»)(PK)
(00, 70) < ProGengg(xo);
(o1, 71) < ProGengk(x1);
b & 0,1
b APubProbGensK(»)(PK, X0, X1, O'b)

During the above experiment, the adversary A is allowed
to request the encoding of any input he desires. The oracle
PubProbGengg (x) calls ProGengg(x) to obtain (o, 7y)
and returns only the public part oy. Trivially, the output of
PubProbGengk (x) is probabilistic.

The second requirement is the efficiency of outsourcing
algorithms. That is, the local computation done by the client C
should be substantially less than that to accomplish the original
computation by itself (i.e., without outsourcing).

Definition 3 (a-Efficiency [33]): A pair of algorithms
(C, S) is said to be an a-efficient implementation of F if (1)
C*S correctly implements F and (2) for V x € D, the running
time of C is no more than an o-multiplicative factor of the
running time of F.

Finally, the output of outsourcing algorithms can be checked
for correctness. More precisely, the invalid output given by any
malicious server can not pass the verification and the client C
will detect the error with a non-negligible probability.

Definition 4 (f-Checkability [33]): A pair of algorithms
(C,S) is said to be a f-checkable implementation of F
if (1) CS correctly implements F and (2) for V x € D,
if a malicious S’ deviates from its advertised functionality
during the execution of cs (x), C will detect the error with
probability no less than f.

III. NEW OUTSOURCING ALGORITHM
OF LINEAR EQUATIONS

A. High Description

The problem for securely outsourcing large-scale systems
of linear equations can be formulated as follows: The client C
seeks for the solution to a large-scale system of linear equa-
tions Ax = b, where A € R"*" is a real coefficient matrix
with rank n, and b € R” is a coefficient vector. Due to the
lack of computing resources, C could be infeasible to carry out
such expensive computation as O (n”) for 2 < p < 3 locally.
Therefore, C will outsource the computation workloads to
cloud server S in a pay-per-use manner. In this paper, we
only focus on general nonsingular dense matrices A, while our
proposed solution is also applicable to sparse matrices. While
for the case of (extremely) sparse matrices, C may be able to
compute the solution of linear equations efficiently with other
methods.

In this section, we propose a new algorithm LE for securely
outsourcing large-scale systems of linear equations in the fully
malicious model. That is, the computation is delegated to
only one server who may be lazy, curious, and dishonest.
Our main trick is that we use two random sparse matrices
to hide A. More precisely, C chooses two random sparse
matrices M, N € R"*" and computes T = MAN. Due to the
random blinding technique, we can prove that the proposed
outsourcing algorithm satisfies the privacy for A, b and the
solution x. Besides, it does not require any special encryption
techniques with the homomorphic property. We argue that the
complexity to compute T is O(n?) since both M and N are
sparse matrices.

Our proposed algorithm only requires one round commu-
nication between C and S. Furthermore, C can detect the
misbehavior of S with the probability 1. The computational
complexity for the verification is still O(n?). This is due to
the observation that it requires at most n> multiplications to
compute Ty for any (even totally dense) matrix T and any
coefficient vector y.

Remark 1: 1t is well-known that the computational com-
plexity for two dense matrices multiplication is O (n?). In the
following, we consider the case that a sparse matrix M
multiplies a dense one A, i.e., MA. Without loss of generality,
we assume that there are at most 4 non-zero elements for each
row of M, where 4 << n. In the real applications, we can let
A = 10 for the case that M and A are both 50, 000 x 50, 000
matrices. Obviously, it takes at most An? multiplications to
calculate MA. That is, the computational complexity is O (n?)
since the constant A << n. Thus, C can efficiently compute
MAN and the complexity is still O (n?).

B. Outsourcing Algorithm

The input of LE is a coefficient vector b € R” and a
coefficient matrix A € R"*". The output of LE is a coefficient
vector X € R” such that Ax = b. The proposed algorithm
LE is given as follows:

1) KeyGen: To implement this functionality, C firstly picks

arandom blinding coefficient vector r € R" and two ran-
dom sparse matrices M, N € R"*". Note that (M, N, r)
must be kept secret by C.

2) ProbGen: C firstly computes ¢ = Ar + b. Triv-
ially, the original linear equations can be rewritten
as A(x+r) =c. Then, C computes T = MAN and
d = Mec. Without loss of generality, we denote y =
N_l(x—i—r), where N~! is the inverse of matrix N. Note
that in our algorithm, no party needs to compute N~
It appears here only for representing the form of y. In
fact, if N~! had to be computed, the algorithm would
no longer be efficient as the time and computational
complexities incurred by computing N~! would be very
undesirable. Please refer to Remark 2 below for more
discussions.

Note that

Ty = MAN-N"!(x+r) = MA(X +r) = Mc = d.

3) Compute: C sends T and d to S, and S responds with
the solution y such that Ty = d.
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4) Verify: C verifies whether the equations Ty = d hold.
If not, C outputs 0 and claims the misbehavior of S.
5) Solve: If Verify = 1, C computes x = Ny —r.

Remark 2: Note that no party needs to compute N~! and this
is very important in our algorithm. The reason are two folds:
Firstly, though N is a sparse matrix, the inverse matrix N~
may be extremely dense. As a result, the computation and
storage cost for N~! will be very expensive. Secondly, the
computation complexity of N~! is O(n?) if we use the naive
Gaussian elimination or Gauss-Jordan elimination method.?
In some scenario, it is even comparable to solving linear
equations. Trivially, this contradicts with the original aim of
outsourcing computation (recall that C cannot carry out such
expensive computation as O (n”) for 2 < p < 3).

Remark 3: Note that the sparse matrices M and N must
be invertible (also called nonsingular). By Lévy-Desplanques
Theorem (see [32, Th. 6.1.10]), we know that a strictly diag-
onally dominant matrix A € R"*" is definitely nonsingular.
Therefore, in the real applications, we could choose sparse and
row diagonally dominant matrix A such that > i lajj] < lail
forall 1 <i <n.

Remark 4: Given T and d, S can solve the systems of
linear equations Ty = d in any desired methods such as
elimination methods, decomposition (factorization) methods,
iterative methods, etc. However, as pointed out in [8], for the
systems comprising hundreds of millions or even billions of
equations in as many unknowns, iterative methods may be the
only option available (unless the iteration does not converge).
Furthermore, we argue that it does not require the interactive
protocol between C and S in our proposed solution. As a
result, S can efficiently compute y using the iterative methods.

Remark 5: Note that M, N and r in our scheme can be
used only one time and thus have to be generated each time
for different linear equations. However, as shown in Table 3,
KeyGen in our algorithm is extremely fast.

Moreover, in order to prevent the brute force attack (i.e.,
the adversary A systematically enumerates all possible can-
didate solutions of the problem and checks one by one until
the correct one is found), the size of non-zero elements of
M and N should be at least 80 bits for medium security.
Similarly, each component of the vector r is also 80 bits. For
long-term security, they should be 128 bits or more. Currently,
if a supercomputer could check a billion billion (10'®) keys
per second, then breaking a 128-bit key space by brute force
requires about 3 x 1012 years!

C. Security Analysis

Theorem 1: In the fully malicious model, the algorithms
(C, S) are privacy for A, b, and x.

Proof: We first prove the privacy for input b and out-
put x of LE. Note that the adversary A can only know
T and d throughout the whole algorithm LE. Besides, we have
b=M 'd—Ar,and x = Ny —r. Since r is a random blinding

2The complexity —of  Strassen algorithm is  still 0 (n?>397),
Coppersmith and Winograd presented the state-of-the-art record which
stands at O (n2376). However, the programming of the two algorithms are
so awkward and thus neither of them is suitable for practical applications.

coefficient vector in R”, both b and x are blinded by r in the
sense of indistinguishability.

We then prove the privacy for input A of LE. Let
M = (m;jj), N = (n;jj), M' = (mgj), and N = (ngj) be
four random nonsingular sparse matrices generated by C.
Given two nonsingular dense matrices A = (a;;) and A" =
(alfj) which are chosen by the adversary A, C computes
T = MAN = (t;j) and T' = M'A'N' = (tl./j), where

n n
lij = zzmik s Akl - nij

i=1 j=1

and

n n
r_ / i /
=D D mix - aj - njj.

i=1 j=1

Note that the numerical value and position of all non-zero
elements of four matrices M, N,M’ and N’ are randomly
chosen by C, thus #;; and 7 ; are computationally indistinguish-
able. As a result, the advantage of A to distinguish between
T and T’ is negligible. O

Remark 6: Currently, we cannot prove the privacy for any
input A of LE. For example, if the adversary .4 chooses a
nonsingular matrix A and a singular one A’, then he can
distinguish between T = MAN and T' = M'A’N’ with an
overwhelming probability since T’ is always singular.

Even in some special case that both A and A’ are nonsin-
gular, e.g., let A be a nonsingular dense matrix and A’ be
the identity matrix that is extremely sparse, we do not know
whether T and T’ are computationally indistinguishable or
not.> It seems that there is a paradox between the privacy
and efficiency of the outsourcing scheme for any input A.
More precisely, in order to achieve privacy for any input A,
the blinding matrix M (and N) for masking A should also be
a random one (and thus may be a dense one). However, it
requires O (n>) computational overhead to compute T (or T’)
in this case. This makes the outsourcing totally meaningless.
We left it as an open problem.

Theorem 2: In the fully malicious model, the algorithms
(C, S) are an 0(%)—efﬁcient implementation of LE.

Proof: In the proposed algorithm LE, C needs to perform
four matrix-vector multiplication (we omit the vector-addition
operations), which takes O(nz) computations. Besides, C
also needs to compute T = MAN, which also takes O(n?)
computations (as discussed in Remark 1). On the other hand,
it takes O(n) computations in order to solve the linear
equations directly. Thus, the algorithms (C, S) are an O(%)—
efficient implementation of LE. 0

Theorem 3: In the fully malicious model, the algorithms
(C, S) are a 1-checkable implementation of LE.

Proof: Given a solution y, C can verify whether the
equations Ty = d hold efficiently because the computational
complexity for Ty is O(n?). Therefore, if S misbehaves

3Note that the product of extremely sparse matrices can be complete
dense [52], thus C could choose suitable M" and N’ to ensure that T' = M'N’
is a dense matrix. Obviously, it is impossible to distinguish T and T’ only
based on the sparsity of a matrix.
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TABLE I
COMPARISON OF THE TWO ALGORITHMS

\ | Algorithm [48] | Algorithm LE |
Computation of ProbGen [[ (2n% +n) M +n2 EN [[ ((2A + 1)n? +An) M
Computation of Verify (n? +20) M n? M
Computation of Solve Ln DE An M
Communication Round L 1
Checkability 1-— % 1

during any execution of LE, it will be detected by C with
probability 1. (]

D. Efficiency Analysis

In this section, we present the theoretical analysis of effi-
ciency for the proposed algorithm.

We denote by M an operation of multiplication, by EN an
encryption (resp., by DE a decryption) of Paillier encryption
systems, by L the round of iteration for algorithm in [48],
by A the maximum number of non-zero elements for each
row (or column) of the chosen sparse matrices, and by [ a
constant. We omit other operations such as vector additions
in both algorithms. Table 1 presents the comparison of the
(local) computation for C, communication between C and S,
and the checkability between Wang et al.’s algorithm and our
proposed algorithm LE.*

Compared with Wang et al.’s algorithm, the proposed algo-
rithm LE is superior in both efficiency and checkability. More
precisely, LE requires only 1 round of communication between
C and S with 100 percent checkability. Also, since 1 < n,
our algorithm LE is much more efficient than [48] in all
phases of ProbGen, Verify and Solve (please also refer to the
experimental results in the next section). Thus, our proposed
algorithm LE is more suitable for real applications.

IV. PERFORMANCE EVALUATION

In this section, we provide a thorough experimental evalu-
ation of the proposed outsourcing algorithm. We implement
our mechanism using MATLAB language with a version
of R2013a. We also utilize mathematical software MAPLE
through its MATLAB interface for solving linear equations and
decrypting the results. The client side process is conducted on
a computer with Intel(R) Core(TM) i5-3470 CPU processor
running at 3.19 GHz, 4 GB RAM. The cloud side process
is conducted on a computer with Intel(R) Core(TM) 17-4770
CPU processor running at 3.40 GHz, 16 GB RAM. The
test benchmark for randomly generated sparse matrices only
focuses on the large-scale problems where n ranges from
5,000 to 20,000. For an extremely large n, we could use
some proper matrix splitting approaches to perform large-
scale matrix multiplications in case of insufficient memory.
Besides, we assume that each row (or column) of the chosen
sparse matrices has no more than 10 non-zero elements in our
algorithm.

4Generally, a matrix-vector multiplication needs at most n? operations.
However, it only requires about An operations for a sparse-matrix-vector
multiplication and in < n?.

In order to better understand the efficiency of our proposed
algorithm, we simulated all three phases (i.e., ProbGen,
Verify and Solve) on the client side. The correspond-
ing time costs for different size of problems are shown
in Fig. 2 (we set L = 200). Since the time costs for different
size of problems and different phases vary considerably in
magnitude, we use the multiple axis breaks in Origin tools
(marked with the double slash that means the vertical coordi-
nate interrupts at this point) in the figures. The evaluation of
our algorithm is based on a wide range samples. Obviously, the
computation cost of client is dominated in the ProbGen phase
that can be performed off-line, and the time cost of client is
also little in the Verify and Solve phases. This implies that
the most expensive computation overload is outsourced to the
server in our algorithm. We will give a detailed description in
the next section.

Besides, we present the comparison of computation cost
for client between our algorithm LE and direct method
in Table 2. Trivially, our algorithm LE can achieve noticeable
computation cost savings when the dimension of the problem
n increases.

A. Cost of ProbGen

We first consider the computation cost for customer per-
forming ProbGen (i.e., the step 2 of our algorithm). As shown
in Section 3.2, the main computation cost in ProbGen
is dominated by two sparse-matrix-matrix multiplications.
That is,

T = MAN = (MA)N.

The time cost for different size of problems are shown in
Table 3. We perform the experiments with n ranges from
5,000 to 20,000. For the largest benchmark size n = 20, 000,
ProbGen only requires less than 10 minutes on our client
computer (note that this could be performed in an off-line man-
ner). Compared to the baseline experiment where the customer
solves the equation directly by himself, such computational
burden should be considered practically acceptable.

B. Cost of Verify and Solve

As shown in the step 4 of Section 3.2, given the computation
result y by S, C can verify whether the equations Ty = d
hold. Hence, the main computation cost of Verify in our
algorithm is dominated by a matrix-vector multiplication with
complexity O(n?). Besides, if y is valid, then C can compute
x = Ny — r as the solution of the original linear equations.
The computation of Solve only requires a sparse-matrix-vector
multiplication with complexity O (n). Therefore, our algorithm
is much superior to Wang et al.’s algorithm [48] in the phases
of Verify and Solve. The time cost for different size of
problems are also given in Table 3.

On the other hand, we argue that IO is used only once
in our algorithm, thus it can achieve the (optimal) 1 round
communication between C and S. However, it requires multi-
round of interactive communication between C and S in [48].
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TABLE 11
COMPARISON OF COMPUTATION COST FOR CLIENT BETWEEN OUR
ALGORITHM AND THE DIRECT METHOD

# ][ Dimension [ Client Cost in LE [[ Client Cost in direct method || Speedup

1 n = 2000 44.14 sec 3769.0 sec 85.39 x
2 n = 5000 134.38 sec 29578 sec 220.10 x
3 n = 8000 205.44 sec 72124 sec 351.07 x
4 n = 10000 260.96 sec 115250 sec 441.64 x
5 n = 20000 637.50 sec 573380 sec 899.41 x
TABLE III
STORAGE AND COMPUTATION COST OF OUR ALGORITHM FOR
DIFFERENT PROBLEM SIZE
[ # ]| Dimension ][ Storage ]| KeyGen [[ ProbGen [[ Verify [[ Solve |
1 n = 2000 32 MB 4.56 sec 37.69 sec 1.88 sec 9.42 msec
2 n = 5000 200 MB || 10.14 sec 118.31 sec 5.92 sec 10.84 msec
3 n = 8000 512 MB || 16.10 sec 180.31 sec 9.02 sec 11.28 msec
4 n = 10000 800 MB 18.92 sec 230.50 sec 11.53 sec 13.53 msec
5 n = 20000 32 GB 35.44 sec 573.38 sec 28.67 sec 16.33 msec

C. Cost of Compute (Cloud Side)

The main task of § is to solve the transformed linear
equations Ty = d. It is well-known that there are two leading
methods for solving large linear systems, i.e., direct meth-
ods (such as Gauss elimination method, LU decomposition
method, and Cholesky decomposition method) and iterative
methods (such as Jacobi iteration, Gauss-Seidel iteration and
SOR iteration). Direct methods are more preferable than itera-
tive ones in some real applications because of their robustness
and predictable behavior. However, as we mentioned before,
for the systems comprising hundreds of millions or even
billions of equations in as many unknowns, iterative methods
may be the only option available (unless the iteration does not
converge). Recently, a number of efficient iterative methods
were discovered and the increased need for solving huge linear
systems triggered a noticeable and rapid shift toward iterative
techniques in many scenarios [44].

Without loss of generality, we can take Jacobi iterative
methods for example in this paper. Given the linear equations
Ty = d, S first computes B = —D~!R and f = D~'d, where
D is the diagonal of T, and R = T — D. Then, he performs
the following operations

y& D) — gy® | ¢

6000 -
[ Client Side Cost —
[ Cloud Side Cost

5000

4000 4

3000 4

2000 4
1000 +
ol 1 .:J | |

2000 5000 10000 15000

Time Cost (sec)

20000

Problem Size n

(b)

The efficiency comparison of LE algorithm. (a) Time cost for each phase in LE algorithm. (b) Time cost comparison between the client and cloud

until it meets the requirement of given accuracy, where y® is
the k-th iterative result.

The time cost of cloud side for different size of problems
is shown in Table 4. It is well-known that the round of
iteration is related to the accuracy € = [y*+D — y®) || the
initial value y(O), and the matrix T. We argue that different
linear equations have different round of iteration even for the
same size of the problems. For example, when n = 5000,
y(o) =1{0,0,---,0}", and € = 10~°, the rounds of iteration
vary from 32 to 340 in our experiment. This indicates that
Wang et al.’s algorithm [48] may be impractical for application
even for small size of n. The main reason is that the iteration in
algorithm [48] requires the interactive communication between
C and S (while in our algorithm C is never involved in the
iteration).

D. Comparison

For the sake of completeness, we investigate the superiority
of our algorithm by making an experimental comparison with
algorithm [48]. To give a fair comparison, the experiments
of two algorithms are both implemented on the aforemen-
tioned same computer. Recalling that algorithm [48] is a stan-
dard interactive mechanism based on Paillier’s homomorphic
encryption scheme, we select a 1024 bit key and set L = 200
likewise. Under this condition, we also take communication
latency cost into consideration especially when iteration round
goes larger. In our experiment, we designate communication
latency as 50 msec in a scenarios with 100 Mbit/s bandwidth
(for more information, please refer to [31]).

Fig. 3 illustrates the time cost of three different phases
and provides a detailed comparison between two algorithms.
As expected in Table 1, the experiment results shows that our
algorithm is much more efficient than that in [48] for all three
phases.

E. Open-Source Soft Implementation

We develop an open-source soft implementation to justify
the usability of our outsourcing algorithm. The software and
the source code can be downloaded as a pack from the
following link: http://ste.xidian.edu.cn/cxf/le.html.
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TABLE IV
CLOUD SIDE COMPUTATION COST FOR DIFFERENT SIZE OF PROBLEMS
— 2000 Round of Iteration 25 59 184 369
n= Time 4711 sec 109.19 sec 351.75 sec 683.65 sec
n = 5000 Round of Iteration 32 56 125 340
- Time 178.95 sec 336.24 sec 720.56 sec 2007.6 sec
— 8000 Round of Iteration 66 123 294 500
n= Time 575.63 sec 1105.5 sec 2642.4 sec 4510.8 sec
n = 10000 Round of Iteration 56 88 155 300
- Time 642.30 sec 1007.7 sec 1776.4 sec 3449.6 sec
n = 20000 Round of Iteration 41 74 173 499
- Time 1164.8 sec || 2106.3 sec 4965.7 sec 14253 sec
—O— Algorithm LE
§ 5 S w0 t
E 2004 E 159 E ] [
" . |
” oo - " 54 oms] 6—o—o0—0—————9 ¢ liom
V Problem Size nwm o Problem Size n Problem Size n 7
(a) (b) (c)
Fig. 3. The time cost comparison of three phases between two algorithms. (a) Cost of ProbGen. (b) Cost of Verify. (c) Cost of Solve.

The language we used is MATLAB with a ver-
sion of R2013a on a development of Windows 32bit
(MCR-R2013a(8.1)-Windows 32-bit). The developed tool is
the GUI (Graphical User Interface) of MATLAB. Please
firstly install the MCR installer file before using the software.
The MCR installer file can be downloaded from the link:
http://www.mathworks.com.

In the following, we present the guide to use the software
Program.exe:

1) Open Program.exe, the interface will appear in your
screen within 10 seconds.

Input an integer for the problem size n (e.g., 1000), and
click the LeGen button in step 2. A random system of
linear equations (A, b) will be generated.

By clicking the KeyGen button in step 3, the corre-
sponding keys (M, N, r) will be generated; Note that the
length of some non-zero elements in the keys is 80-bits.
By clicking the ProbGen button in step 4, the values of
T = MAN and d = M(b + Ar) are computed.

By clicking the two buttons in step 5, the value y is
computed such that Ty = d; The value x is computed
such that x = Ny — r. Trivially, x is the solution of the
linear equations (A, b).

2)

3)

4)

5)

Remark 6: The time to run the algorithm LeGen increases
rapidly with the growth of the problem size n. For example,
when n = 1000, the time to output a random (A, b) is about
3 seconds. However, when n = 5000, the time to output a
random (A, b) is about 2 minutes (note that LeGen will output
more than 25 million random elements in this case). Also,
for an extremely large n, please ensure that the computer has
enough memory in order to run the software.

On the other hand, our outsourced algorithm (i.e., step 3—5
of the software Program.exe) still runs very fast even for a very
large n. This further convinces the usability of our outsourcing
algorithm.

V. CONCLUSIONS

In this paper, we propose an efficient outsource-secure
algorithm for large-scale systems of linear equations, which
are the most basic and expensive operations in many engi-
neering disciplines. The proposed algorithm is suitable for
any nonsingular dense matrix even in the strongest adversarial
model (a.k.a. fully malicious model). Furthermore, our algo-
rithm is superior in both efficiency and checkability than the
state-of-the-art algorithm [48].
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