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Abstract Geographic opportunistic routing (GOR) has
shown throughput efficiency in coping with unreliable
transmissions in multihop wireless networks. The basic
idea behind opportunistic routing is to take advantage
of the broadcast nature and spacial diversity of the
wireless medium by involving multiple neighbors of the
sender into the local forwarding, thus improve trans-
mission reliability. The existing GOR schemes typically
involve as many as available next-hop neighbors into
the local forwarding, and give the nodes closer to the
destination higher relay priorities. In this paper, we
show that it is not always the optimal way to achieve
the best throughput. We introduce a framework to
analyze the one-hop throughput of GOR, provide a
deeper insight into the trade-off between the benefit
(packet advancement and transmission reliability) and
cost (medium time delay) associated with the node col-
laboration, and propose a local metric named expected
one-hop throughput (EOT) to balance the benefit and
cost. We also identify an upper bound of EOT and its
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concavity, which indicates that even if the candidate
coordination delay were negligible, the throughput gain
would become marginal when the number of forward-
ing candidates increases. Based on the EOT, we also
propose a local candidate selection and prioritization
algorithm. Simulation results validate our analysis and
show that the EOT metric leads to both better one-hop
and path throughput than the corresponding pure GOR
and geographic routing.

Keywords throughput efficiency · geographic
opportunistic routing · multihop wireless networks

1 Introduction

Routing in multihop wireless networks is a challenging
issue. The main difficulty lies in that wireless links can
be very unstable and unreliable [6, 20]. Traditional
routing protocols for wireless networks have followed
the routing concept in wired networks by abstracting
wireless links as wired links, and focused on finding a
fixed shortest path for forwarding packets between a
pair of nodes. However, it is not an ideal approach for
wireless networks with broadcast links of time varying
qualities. Recently, a new routing paradigm, known as
opportunistic routing [3, 5, 7, 8, 14, 16–19, 21, 23], was
proposed to cope with the unreliability of link quality.

The basic idea behind opportunistic routing is to
integrate the network and media access control (MAC)
layers such that at the network layer a set of forwarding
candidates are selected and at the MAC layer one node
is chosen as the actual relay. Owing to the broadcast
nature and spatial diversity of the wireless medium,
the probability of at least one forwarding candidate
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correctly receiving the packet will increase when mul-
tiple candidates are involved, thus improve the packet
delivery efficiency such as throughput [3, 8] or energy
efficiency [14, 23].

Two important issues of opportunistic routing are
forwarding candidates selection and relay priority as-
signment. Several variants of opportunistic routing
[8, 14, 23, 24] leverage the location information of nodes
to select forwarding candidates and prioritize them. For
example, in [23], all the available next-hop neighbors
that are nearer than the sender to the destination are
selected as the candidates, and the nodes closer to the
destination are given higher relay priorities. In this
paper, we mainly focus on this kind of geographic
opportunistic routing (GOR).

Intuitively, giving nodes closer to the destination
higher relay priorities will maximize the expected
packet advancement. However it is not always the case
to maximize the throughput, especially when the packet
reception ratios from the sender to the neighbors that
make large advancements are low. Since before relay-
ing the packet, lower-priority candidates always need to
wait for a certain period of time to confirm that higher-
priority candidates have not relay the packet, it will
introduce larger latency if higher-priority candidates
are very unlikely to receive the packet correctly. On
the other hand, it is also not a good strategy to in-
volve as many as possible next-hop nodes as candidates.
Although involving more forwarding candidates tends
to increase the packet advancement and delivery relia-
bility, the medium time needed for ensuring only one
actual forwarder to relay the packet is also expected
to increase when more forwarding candidates are in-
volved. So there exists a trade-off between the medium
time [2], which is directly relative to the throughput,
and other performance goals, such as packet advance-
ment and delivery reliability. This trade-off is not well
studied in the existing works [3, 14, 23, 24].

In this paper, we endeavor to study the impact of
candidate selection, prioritization and coordination on
the distance-reliability-time trade-off in GOR. We in-
troduce a local metric, expected one-hop throughput
(EOT), to balance these factors. We also derive an
upper bound of the EOT, and unveil its concavity,
which indicates that the gained throughput becomes
marginal when the number of forwarding candidates
increases. Based on EOT, we further propose a heuris-
tic algorithm to select the forwarding candidates and
assign relay priority to them. The simulation results
validate our analysis and show that EOT metric leads
to both better one-hop and path throughput than the
corresponding pure GOR and geographic routing.

2 Problem formulation

2.1 System model

In this paper, we consider the local GOR scenario such
as the example in Fig. 1. Assume node S, i.e., the
sender, is forwarding a packet to a destination D, and si

is one of S’s neighbors which are closer to D than S. Let
C be the set of si which we name as the available next-
hop node set of S, and N = |C|, which is the number
of nodes in C. Like geographic routing, we assume S
is aware of the location information1of itself, si’s and
D. Define ai in Eq. 1 as the packet advancement to the
destination when a packet sent by S is relayed by si.

ai = d(S, D) − d (si, D) (1)

where d(S, D) and d(si, D) are the Euclidian distances
between S and D and between si and D, respectively.

Without loss of generality, we assume all the nodes
in C are indexed from s1 to sN in descending order
according to the advancement ai, i.e., am ≥ an, ∀ sm, sn

where m < n. Each link from S to si is associated to a
pair, (ai, pi), where pi is the data packet reception ratio
(PRR) from node S to si. We say a node is a neighbor
of S when the PRR from S to it is larger than some non-
negligible probability threshold2. The PRR information
on each link can be obtained by using probe messages
[6, 10] and is assumed to be independent. Let F denote
the forwarding candidate set of node S, which includes
all the nodes selected to get involved in the local col-
laborative forwarding, and r = |F |. Here F is a subset
of C, while in the existing pure opportunistic routing
protocols [3, 23, 24], F = C.

The GOR procedure is as follows: node S selects
F based on its knowledge of C (ai’s and pi’s); then
broadcasts the data packet to the forwarding candidates
in F after detecting the channel is idle. Candidates in
F follow a specific priority to relay the packet, that is,
a forwarding candidate will only relay the packet if it
received the packet correctly and all the nodes with
higher priorities failed to do so. The actual forwarder
will become a new sender and suppress all the other po-
tential forwarders in F . When no forwarding candidate
has successfully received the packet, the sender will
retransmit the packet if retransmission is enabled. The

1The node location information can be obtained by prior con-
figuration, by the Global Positioning System (GPS) receiver, or
through some sensor self-configuring localization mechanisms
such as [4, 12].
2In this paper, we set the threshold as 0.1.
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Figure 1 Node S is forwarding a packet to a remote destina-
tion D

sender will drop the packet when the retransmissions
reach the limit. This procedure iterates until the packet
arrives at the destination.

2.2 Impact of candidate selection, prioritization
and coordination on throughput

To ensure the relay priority among the forwarding
candidates, a MAC protocol similar to those proposed
in [8, 23, 24] is necessary. For example, a feasible
MAC protocol could proceed as following: when the
sender decides the F and detects the channel is idle
for a while, it broadcasts the data packet, in which the
intended MAC address of the forwarding candidates
and their relay priorities are included. To ensure the
candidates to follow the priorities to relay the packet,
the candidate with ith priority will wait (i − 1)TACK

(TACK is time needed for transmitting an ACK packet)
time before it sends out the ACK when it received
the packet correctly or keep silent otherwise. Here
the ACK message plays two roles, one is for acknowl-
edgement to the sender, the other is for suppressing
lower-priority candidates. That is, whenever a lower-
priority candidate hears an ACK sent from a higher-
priority candidate, it will suppress itself from relaying
the packet. In our analysis, we assume the relay priority
can be strictly enforced, i.e., for this feasible MAC pro-
tocol, the ACK can be correctly received by the sender
and the candidates with probability 1. This assumption
is reasonable because typically the ACK packet is small
and broadcast at the basic rate, it is unlikely to be lost
and can be transmitted correctly for a longer range than
the data packet.

We define the one-hop medium time consumed by
the ith candidate as the time slot from the time when the
sender is going to broadcast the packet to the time when
the ith candidate claims it receives the packet. Although
the medium time for locally forwarding a packet varies
for different MAC protocols, for any protocol, it can be
divided into two parts. One part is the sender delay and

the other part is candidate coordination delay, which
are defined as follows:

• Ts: the sender delay defined in Eq. 2 which can be
further divided into three parts: channel contetion
time (Tc), data transmission time (Td) and propa-
gation delay (Tprop).

Ts = Tc + Td + Tprop (2)

For a contention-based MAC protocol (like
802.11), Tc is time needed for the sender to acquire
the channel before it transmits the data packet,
which may include the back-off time, Distributed
Interframe Space (DIFS) and time for transmitting
Ready-To-Send packet. Td is equal to protocol
heads transmission time (Th) plus data payload
transmission time Tpl, which is

Td = Th + Tpl (3)

Tprop is the time for the signal propagating from
the sender to the candidates, which can be ig-
nored when electromagnetic wave is transmitted in
the air.

• Tf (i): the ith forwarding candidate coordination de-
lay which is the time needed for the ith candidate
to acknowledge the sender and suppress other po-
tential forwarders. Note that Tf (i) is an increasing
function of i, since the lower-priority forwarding
candidates always need to wait and confirm that no
higher-priority candidates have relayed the packet
before it takes its turn to relay the packet.

Thus, the total medium time needed for a packet
delivered from the sender to the ith forwarding candi-
date is

ti = Ts + Tf (i) (4)

In the following subsections, we will give examples
to illustrate how the candidate prioritization, selection
and coordination will affect the expected packet ad-
vancement, reliability and medium time cost, which
indeed affect the one-hop throughput.

2.2.1 Impact of candidate relay priority on throughput

One factor that will affect the throughput is the candi-
date relay priority. We use the local forwarding exam-
ple in Fig. 1, and assume a1 to a5 is normalized to be
1, 0.8, 0.6, 0.3, and 0.1 respectively and p1 to p5 is 0.1,
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0.4, 0.55, 0.8, and 0.9 respectively. We use the IEEE
802.11 DSSS PHY parameter set (in Table 1) to calcu-
late the medium time cost. Assuming data payload size
Lpl = 512 bytes and ignoring the propagation delay, Ts,
Tf (i) and ti are:

Ts = TDIFS + Th + Lpl/BR = 638 μs

Tf (i) = (TACK + TSIFS) i = 212i μs

ti = 638 + 212i μs (5)

Let’s first assume all the available next-hop neigh-
bors are involved in the local forwarding and candidates
with larger advancements have higher relay priori-
ties. Assume the sender sends sufficient large number
of packets, N, then statistically there are p1 N num-
ber of packets relayed by candidate s1 with packet
advancement of a1 and the corresponding medium
time is t1 p1 N. Similarly there are p2(1 − p1)N num-
ber of packets relayed by s2 with packet advance-
ment of a2 and the corresponding medium time cost
of t2 p2(1 − p1)N. If we define the throughput or
transport capacity [9] as the bit-meters successfully
transmitted per second. Then totally, there are Lpl ·
∑5

i=1 ai(pi N)
∏i−1

w=0(1 − pw) bit-meters are successfully
transmitted, and the corresponding medium time cost is
∑5

i=1 ti(pi N)
∏i−1

w=0(1 − pw) + t5(N · ∏5
w=1(1 − pw)). So

from a long term point of view, the one-hop throughput
is 2.16Mbmps. However, if we assume the forward-
ing priority as s2 > s3 > s4 > s5 > s1, we get the one-
hop throughput as 2.34Mbmps, which is larger than
the previous case. This result contradicts the common
sense that candidates closer to the destination should
relay packets first. The reason behind this result is
that since the largest-advancement candidate has poor
link quality from the sender, in most of the times, it
will not receive the packet correctly, but lower-priority
candidates always have to wait for a period of time to
confirm this situation before they have chances to relay

Table 1 IEEE 802.11 DSSS PHY parameter set

Parameter Value

Basic Bit Rate (BBR) 1 Mbps
Bit Rate (BR) 11Mbps
PHY Header Size (PHS) 192 bits
MAC Header Size (MHS) 272 bits
Th PHS/BBR + MHS/BR
TACK 112/BR + PHS/BBR
TSIFS 10 μs
TDIFS 50 μs

the packet, thus increase the total medium time cost,
which in result degrades the throughput.

2.2.2 Impact of candidate selection on throughput

Another factor that affects the throughput is the can-
didate selection. Intuitively, different candidate sets
with the same number of forwarding candidates will
achieve different throughput. For example, candidate
set 〈s1, s4, s5〉 achieves throughput of 1.28 Mbmps, while
candidate set 〈s2, s3, s4〉 achieves much higher through-
put of 2.35 Mbmps. So we should carefully select
forwarding candidates that indeed help improve the
throughput. Furthermore, different number of forward-
ing candidates will also result in different throughput.
Actually, candidate set 〈s2, s3, s4〉 achieves the largest
throughput among all the candidate combination and
prioritization in this example. When all the available
next-hop nodes are involved as forwarding candidates,
the throughput dose not increase while slightly drops.
It gives us a clue that it is not necessary to include as
many as next-hop neighbors as candidates, and it may
be sufficient to just involve a few of “good” candidates
to achieve the maximum one-hop throughput.

2.2.3 Impact of candidate coordination on throughput

The third key factor that will affect the throughput
is the candidate coordination delay. Here we use two
extreme cases to illustrate the potential impact of this
factor on the throughput. First, we assume this delay
is negligible, that is, the lower-priority candidates can
relay the packet immediately when higher-priority can-
didates failed to do so. In this case, we should involve
all the available next-hop neighbors into opportunis-
tic forwarding, because any extra included candidates
would help to improve the relay reliability but without
introducing any extra delay. We should also give can-
didates closer to the destination higher relay priorities,
since larger-advancement candidates should always try
first in order to maximize the expected packet ad-
vancement, even if they were unlikely to receive the
packet correctly. If they failed to relay the packet, the
lower-priority candidates would instantaneously relay
the correctly received packet without needing to wait.
On the other hand, if the candidate coordination delay
is very large comparing to the sender delay, then it is
preferable to retransmit the packet in stead of waiting
for other forwarding candidates to relay the packet. In
this case, one candidate may be optimal. So this factor
does affect the throughput, and we will discuss it in
more detail in our analysis and simulation.
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2.3 Expected one-hop throughput (EOT)

According to the analysis above, for a given forwarding
candidate set F , we now propose a new local metric,
EOT (in Eq. 6), to characterize the local behavior of
GOR in terms of bit-meter advancement per second.

R(F j) = Lp ·
∑r

i=1 a ji pji · ∏i−1
w=0 pjw

tr PF + ∑r
i=1 ti pji · ∏i−1

w=0 pjw

(6)

where F j = 〈s j1 , ..., sjr 〉, which is an ordered set of
the nodes in F with priority sj1 > ... > sjr ; pj0 := 0;
pjw = 1 − pjw ; and

PF = ∏r
i=1(1 − pi) (7)

which is the probability of none of the forwarding
candidates in F successfully receiving the packet in one
physical transmission from the sender.

The physical meaning of the EOT defined in Eq. 6
is the expected bit advancement per second for a local
GOR procedure. EOT integrates the packet advance-
ment, relay reliability, and MAC medium time cost.
The intuitions to maximize EOT are as following: 1)
as the whole path achievable throughput is less than
per-hop throughput on each link, to maximize the local
EOT is likely to increase the path throughput; 2) the
path delay is the summation of per-hop delay, which is
actually relative to the delay introduced by transmitting
the packet and coordinating the candidates. As the
per-hop delay factors (Ts and T f (i)) are integrated in
the denominators of EOT, to maximize EOT is also
implicitly to decrease per-hop delay, which may further
decrease the path delay. 3) as EOT also takes into
account the packet advancement to the destination,
maximizing it potentially decreases hop counts needed
to relay the packet to the destination, which may lead
to fewer transmissions, alleviated interference to other
flows, and decreased delay.

In the following sections, we will examine the be-
havior of GOR by identifying an upper bound of the
EOT and the concavity of the maximum EOT. After
that, we will propose a heuristic algorithm to select the
forwarding candidates and assign the relay priority to
approach an optimal EOT.

3 Upper bound of EOT and its concavity

This section studies the performance of GOR in terms
of the EOT. We derive an upper bound of EOT and

indicate that the EOT gain becomes marginal when
more forwarding candidates are involved.

3.1 Upper bound of EOT

Lemma 1 introduces an upper bound of EOT as
follows:

Lemma 1 Given a forwarding candidate set F , the EOT
defined in Eq. 6 is upper bounded by R∗ defined as
follows:

R∗ = Lpl ·
∑r

i=1 ai pi · ∏i−1
w=0 pw

Ts
(8)

Note that candidates in the F are descendingly sorted
according to the advancement, s.t. am ≥ an, ∀ sm, sn ∈ F ,
and m < n.

Proof The minimum value of the denominator of Eq. 6
Ts when ti = Ts, i.e. Tf (i) = 0 (1 ≤ i ≤ r). Denote the
numerator of Eq. 6 as

g(F j) =
r∑

i=1

a ji pji ·
i−1∏

w=0

pjw (9)

Now it is sufficient to prove that for any ordered
candidate set Fj, we have g(Fj) ≤ g(F). This is equiv-
alent to prove that the maximum g(Fj) is obtained by
prioritizing the forwarding candidates according to the
advancement, s.t. am ≥ an ∀ m < n. We prove this by
induction on r, the size of F .

First, for r = 1, obviously g(Fj) ≤ g(F).
Next, we assume g(Fj)≤g(F) holds for r=M (M≥1),

we want to prove it holds for r = M+1.
For r = M+1. F can be divided into two complemen-

tary sub-sets, A = F \ {sm} with M nodes and B = {sm}
with 1 node. Then

g(Fj) = g(A j) + PA · g(〈sm〉)
≤ R := g(A) + PA · g(〈sm〉) (10)

The first equality holds for the definitions of g(Fj)

and the second inequality holds for the inductive hy-
pothesis. So it suffices to prove ∀ m (1 ≤ m ≤ M), we
have R ≤ g(F). This can be proved as follows:

g(F) − R = 1

pm

M+1∑

k=m+1

(am − ak)pm pk

k−1∏

w=0

pw ≥ 0 (11)

where p0 := 1.
The inequality holds as am ≥ ak ∀ m < k. So Eq. 8 is

an upper bound of Eq. 6 for any given F . 	
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Lemma 1 basically shows that under some idealized
MAC scheduling where the coordination delay among
the forwarding candidates is negligible, the maximum
EOT can be achieved by giving candidates closer to the
destination higher relay priorities.

3.2 Concavity of the upper bound of EOT

Lemma 1 gives the upper bound of EOT and the
corresponding relay priority rule when F is given. The
followed question is how the upper bound changes for
different set of F . We answer this question and unveil
the concavity of the upper bound of EOT in Theorem 1.

Theorem 1 Given the available next-hop node set C with
N (N ≥ 1) nodes, define R∗(r) as the upper bound of the
EOT by selecting any r candidates from C, then R∗(r) is
an increasing and concave function of r.

Proof 3 Denote F∗
r as the feasible candidate set that

achieves R∗(r). According to Eq. 8 and 9,

R∗(r) = Lpl · g
(
F∗

r

)

Ts
(12)

Since Lpl and Ts are both constants, it suffices to
prove g(F∗

r ) is an increasing and concave function. It’s
not difficult to see that

g
(
F∗

r+1

) ≥ g
(〈
F∗

r , sm
〉)

> g
(
F∗

r

)
(13)

where sm ∈ C and sm /∈ F∗
r .

To prove the concavity of g(F∗
r ), we first refer to the

proved containing property in [16] that ∀ F∗
r−1, ∃ F∗

r , s.t.

F∗
r−1 ⊂ F∗

r ∀ 1 ≤ r ≤ N (14)

Then according to the containing4 property, we assume
F∗

r+1 \ F∗
r = {sk}, and F∗

r \ F∗
r−1 = {s j}. There are two

cases for the advancement relationship between node
sk and s j.

1) ak > a j. Then F∗
r+1, F∗

r and F∗
r−1 can be represented

as

F∗
r+1 = 〈

A1, sk,A2, s j,A3
〉
, F∗

r = 〈
A1,A2, s j,A3

〉
,

F∗
r−1 = 〈A1,A2,A3〉 (15)

3Due to space limit, we only provide a sketch of the proof.
4In this paper, an ordered node set A containing another ordered
node set B means A is obtained by inserting a new node into B
but keeping the priority relationship of nodes in B unchanged.
It’s not necessary for B being a subsequence of A.

where Ai (1 ≤ i ≤ 3) is ordered node set and can be
∅. With

B := g(F∗
r ) − g(〈A1, sk,A2,A3〉) ≥ 0 (16)

we have

[g(F∗
r )−g(F∗

r−1)]−[g(F∗
r+1)−g(F∗

r )]
= B+(1− pA1)(1− pA2)pk pj(a j−g(A3)) > 0

(17)

where pAi is the probability of at least one node in
Ai receives the packet correctly.
Inequality (17) holds because B ≥ 0 (inequality
(16)) and a j − g(A3) > 0.

2) ak < a j. Similarly,

F∗
r+1 = 〈

A1, s j,A2, sk,A3
〉
, F∗

r = 〈
A1, s j,A2,A3

〉
,

F∗
r−1 = 〈A1,A2,A3〉 (18)

With

B := g(F∗
r ) − g(〈A1,A2, sk,A3〉) ≥ 0 (19)

we have
[
g(F∗

r )−g
(
F∗

r−1

)]−[
g

(
F∗

r+1

)−g
(
F∗

r

)]

=B+(
1− pA1

) (
1− pA2

)
pk pj (ak−g(A3))>0

(20)

From the analysis above, we know R∗(r) is an
increasing and concave function of r. 	


Theorem 1 indicates that even if the coordination
delay among the forwarding candidates were negligible,
the throughput gain by increasing the number of the
forwarding candidates would become marginal. So it
may only need to involve a small number of forwarding
candidates to achieve the best EOT.

4 Heuristic candidate selection algorithm

A straightforward way to get the optimal F and the
corresponding F j to maximize the EOT is to try all
the ordered subset of C, which runs in �(N!) time,
where N is the number of available next-hop nodes.
It is, however, not feasible when N is large. In this
section, we propose a heuristic candidate selection and
prioritization algorithm to get a solution approaching
the optimal EOT.

By observing Eq. 6, we can find that the candidate
achieving the maximum EOT by selecting 1 node from
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Table 2 Pseudocode of finding an ordered candidate set Fm, and
the corresponding Rm for a given available next-hop set C

GetMEOT(C)

1 Fm ← ∅; Rm ← 0; A ← C − Fm;
2 while (A �= ∅) do
3 F ← Fm;
4 for each node sn ∈ A
5 for i from 0 to |Fm|
6 Ft ← Insert sn between F(i) and F(i + 1);
7 Get R on Ft according to Eq. 6;
8 if (R > Rm)
9 Rm ← R; Fm ← Ft

10 end for
11 end for
12 A ← C − Fm;
13 end while
14 return(Fm, Rm);

C is contained in at least one candidate set achieving
the maximum EOT by selecting r (1 ≤ r ≤ |C|) nodes
from C. Because if it were not the case, we could always
substitute the lowest-priority node in the optimal set
(with r nodes) to get another new candidate set which
achieves an EOT no smaller than that of the optimal
set, which is a contradiction. Then, we propose the
algorithm GetMEOT in Table 2 which finds an F based
on this observation. This algorithm greedily adds a new
node into the current optimal/suboptimal F containing
r nodes without changing the priorities among the r
nodes to get an optimal/suboptimal F with r + 1 nodes.
Finally, the candidate set with the maximum EOT is
returned. This algorithm runs in O(|C|3). An interesting
result is that this algorithm almost surely finds the
actual global optimal F in our simulation.

5 Performance evaluation

We validate the concavity of the upper bound of EOT
and evaluate the one-hop performance as well as the
path performance of GOR that applies the GetMEOT
algorithm by simulation. We compare the GOR with
the geographic routing which selects one neighbor with
maximum a j p j [11, 13], and the pure opportunistic
routing which involves all the available next-hop nodes
with nodes closer to the destination having higher relay
priorities.

5.1 Simulation setup

We assume Ts = Tbackof f + TDIFS + Th + Lpl/BR and
Tf (i) = (TACK + TSIFS)i, which are calculated accord-

ing to Table 1, by assuming Lpl = 512bytes. The simu-
lated network has stationary nodes uniformly distrib-
uted in a 1200 × 1200 m2 square region with nodes
having identical transmission power of 15dbm. The
source and the destination nodes are fixed at two cor-
ners across the diagonal of the square area. We also
assume an ideal collision-free MAC such that packet
loss is only due to the randomness of link quality, and
at any time there is only one transmission scheduled.
The results are averaged from 200 runs, and in each run,
there are 2000 packets delivered to the destination. To
investigate the impact of node density on the perfor-
mance of these routing schemes, we vary the number of
nodes as 35, 50, 80, 100, which corresponds to different
node densities as 11, 16, 22, 34 neighbors per node.

We use the Nakagami distribution [15] to describe
the power x of a received signal:

f (x; m, �) = mmxm−1

�(m)�m
exp

(
−mx

�

)
(21)

where � is the Gamma function, m denotes the Nak-
agami fading parameter and � is the average received
power. We set m = 1 in our simulation. Assuming two-
ray signal propagation, � can be expressed in Eq. 22
as a function of d, the distance between the sender and
receiver.

�(d) = PtGtGrh2
t h2

r

dn
(22)

where Pt is the transmission power, Gt and Gr the
antenna gains, ht and hr the antenna heights, and n the
path-loss exponent. We set Gt =Gr =1, ht =hr =1.5m,
and n = 4 in our simulation.

We assume a packet is received successfully if the re-
ceived signal power is greater than the receiving power
threshold. According to 802.11b [1], the threshold for
11Mbps data rate is -82dbm. Then by using Eq. 21 and
22, we can derive the PRR at a certain distance d.

5.2 Evaluation metrics

We define the following evaluation metrics:

• One-hop throughput: number of bit-meters suc-
cessfully delivered per second medium time in one-
hop with unit of bmps.

• Path throughput: number of bit-meters successfully
delivered per second from the source to the desti-
nation in the whole duration of simulation with unit
of bmps.
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Figure 2 The upper bound of EOT under different number of
available next-hop neighbors

5.3 Simulation results and analysis

5.3.1 Concavity of the upper bound of EOT

In this subsection, we study the concavity of the upper
bound of EOT. The nodes are uniformly distributed
and the size of the available next-hop nodes is various
from 4 to 12. From Fig. 2 we can see that the upper
bound of EOT increases when the number of the for-
warding candidates increases, and when the network
becomes denser (N is larger), the EOT is larger. A very
interesting result is that under different node densities,
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Figure 3 One-hop throughput under various node densities
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Figure 4 Path throughput under various node densities

the shapes of all the curves are nearly the same, which
manifests that no matter what the node density is, the
gained EOT of involving more forwarding candidates
becomes marginal. The slopes of all the curves ap-
proach to 0 when the number of forwarding candidates
is larger than 4.

5.3.2 One-hop and path performance

The one-hop throughput of the three protocols under
different node densities are shown in Fig. 3. We see
that, our scheme (GOR) achieves the best one-hop
throughput in the three schemes. The pure oppor-
tunistic routing that involves all the available next-hop
nodes into the local forwarding is not optimal. The
geographic routing that only includes one forwarding
candidate performs worst, because it has the lowest per
hop transmission reliability, then need more physical
retransmissions to make a successful data delivery at
the network layer.

Figure 4 shows the path throughput of the three
routing schemes, which represents the same trend as
the one-hop performance in Fig. 3. This indicates that
the per-hop optimization of EOT also implies optimal
path throughput.

6 Related work

6.1 Geographic routing

A key advantage of geographic routing is that the
nodes are not required to maintain extensive routing
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tables, and can make simple routing decisions based on
the local geographic position of its neighboring nodes.
More recent works on geographic routing are focused
on lossy channel situations. Seada, et al. [13] concluded
that packet advancement timing packet reception ratio
is an optimal metric for making localized geographic
routing decisions in lossy wireless networks with ARQ
(Automatic Repeat reQuest) mechanisms. Zorzi and
Armaroli also independently proposed the same link
metric [22]. Lee et al. [11] presented a more general
framework to normalize various types of link cost such
as transmission times, delay and power consumption.
Unfortunately, that framework only applies to geo-
graphic routing which involves single forwarding can-
didate and can not be directly used for GOR.

6.2 Opportunistic routing

Opportunistic routing exploits the broadcast nature
and spacial diversity of the wireless medium by involv-
ing multiple one-hop neighbors for packet forwarding.
The increase on packet forwarding reliability improves
throughput and energy efficiency. Some variants of
opportunistic routing, such as ExOR [3] and oppor-
tunistic any-path forwarding [21], relying on the path
cost information or global knowledge of the network to
select candidates and prioritize them. In the least-cost
opportunistic routing [7], it needs to enumerate all the
neighboring node combinations to get the least cost OR
paths. Some other variants of OR [8, 14, 16, 17, 19, 23]
use the location information of nodes to define the
candidate set and relay priority. In GeRaF [23], the
next-hop neighbors of the current forwarding node are
divided into sets of priority regions with nodes closer
to the destination having higher relay priorities. Similar
to [23], in [14], the network layer specifies a set of
nodes by defining a forwarding region in space that
consists of the candidate nodes and the data link layer
selects the first node available from that set to be
the next hop node. Fussler et al. [8] discussed three
suppression strategies of contention-based forwarding
to avoid packet duplication in mobile ad hoc networks.
Zeng et al. [16] revealed several important properties
of the local behavior of OR, such as the maximum
expected packet advancement is an increasing and con-
cave function of the number of forwarding candidates.
There is one recent work [18] addressing the end-to-end
throughput of OR in multi-rate wireless networks, and
it computes the throughput bound when opportunistic
forwarding strategy is given at each node. Chachulski
et al. [5] combines OR with network coding to further
improve the system throughput. Our work belongs to

the location-based variants of OR, but provides more
insightful understanding of the trade-off among the
packet advancement, coordination time cost and reli-
ability associated with the node collaboration.

7 Conclusion

In this paper, we studied the GOR scheme, and ana-
lyzed the trade-off among the packet advancement,
reliability and MAC coordination time cost in GOR.
We introduced a new local routing metric, the EOT,
to balance these factors. We then derived an upper
bound of the EOT, and revealed its concavity, which
indicates that although involving more forwarding can-
didates brings more chances for the packet to get closer
to the destination and be delivered, the gained bene-
fit becomes marginal when we keep doing so. The
EOT upper bound analysis also manifests that if the
coordination delay among the forwarding candidates
were negligible, the maximum EOT could be achieved
by giving candidates closer to the destination higher
relay priorities. Based on EOT, we further proposed a
heuristic algorithm to select the forwarding candidates
and prioritize them. The simulation results validated
our analysis and showed that GOR achieves higher
one-hop throughput as well as path throughput than
the corresponding pure opportunistic routing and geo-
graphic routing schemes.
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