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ABSTRACT

Federated learning (FL) has been shown vulnerable to a new class of
adversarial attacks, known asmodel poisoning attacks (MPA), where
one or more malicious clients try to poison the global model by
sending carefully crafted local model updates to the central param-
eter server. Existing defenses that have been fixated on analyzing
model parameters show limited effectiveness in detecting such care-
fully crafted poisonous models. In this work, we propose FLARE,
a robust model aggregation mechanism for FL, which is resilient
against state-of-the-art MPAs. Instead of solely depending on model
parameters, FLARE leverages the penultimate layer representations
(PLRs) of the model for characterizing the adversarial influence
on each local model update. PLRs demonstrate a better capability
to differentiate malicious models from benign ones than model
parameter-based solutions. We further propose a trust evaluation
method that estimates a trust score for each model update based on
pairwise PLR discrepancies among all model updates. Under the as-
sumption that honest clients make up the majority, FLARE assigns
a trust score to each model update in a way that those far from the
benign cluster are assigned low scores. FLARE then aggregates the
model updates weighted by their trust scores and finally updates
the global model. Extensive experimental results demonstrate the
effectiveness of FLARE in defending FL against various MPAs, in-
cluding semantic backdoor attacks, trojan backdoor attacks, and
untargeted attacks, and safeguarding the accuracy of FL.
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1 INTRODUCTION

Machine learning (ML) is changing the ways people live and do
business in every sector of our society. The success of ML, espe-
cially deep learning (DL), relies on the availability of powerful
computers and massive amount of training data. However, learning
systems that require all the data to be fed into a learning model
running on a central server pose serious privacy concerns. For ex-
ample, the transmission of health data across certain organizational
boundaries may violate security and privacy rules such as those
imposed by the Health Insurance Portability and Accountability
Act (HIPAA1). Federated learning (FL) [16, 18, 22], which enables a
group of intelligent agents to jointly learn a model while keeping
their private data at their local devices, emerges as a promising new
learning framework to address client data privacy problems.

FL has been applied in many popular applications, such as next-
word prediction on Android Gboard by Google [14] and credit
risk control by WeBank [31]. In an FL system, a large number of
distributed clients cooperatively contribute to the learning process
by uploading the gradients of their local models (or model weights)
to the parameter server (PS) through multiple iterations without
sharing the raw data at the clients. At the beginning of an FL
task, PS initializes a global model. In each learning iteration, PS
distributes the current global model parameters to selected clients.
Each selected client continues to train the received model with
its local data independently by following a predefined learning
protocol. At the end of each learning iteration, PS collects and
aggregates updates from clients using a gradient aggregation rule
such as FedAvg [22]. PS then updates its global model and after
multiple iterations PS outputs the final global model.

Despite many salient features of FL and its tremendous success in
many applications, it has been shown recently that FL is vulnerable
to model poisoning attacks (MPAs) [4, 8, 10, 13, 29]. In an MPA,
the attacker (i.e., a malicious client) manipulates or crafts its model

1https://www.hhs.gov/hipaa/index.html
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parameters sent to the PS in the aim of corrupting the global model
by either increasing the prediction error (untargeted attacks) [10]
or controlling the prediction on targeted inputs (backdoor attacks)
[3, 4]. It is shown in [4] that even a single malicious attacker could
deteriorate the global model accuracy and succeed in controlling
the model output on chosen input data.

A potential countermeasure to MPAs is Byzantine resilient aggre-
gation rules (BRARs) [5, 9, 34], which enable PS to learn an accurate
global model when a bounded number of clients are malicious (i.e.,
Byzantine). Compared to straightforward aggregation rules that
linearly combine the model updates (e.g., FedAvg [22]), BRARs (e.g.,
Krum [5]) seek to provide statistical methods that are not abused by
Byzantine values. To this end, BRARs leverage outlier-robust mea-
sures [15], e.g., median, trimmed estimator, to compute the center of
updates despite the presence of Byzantine updates. Another line of
defenses [20, 27] resorts to use anomaly detection methods to detect
malicious local model updates and excludes them from the aggrega-
tion. MPAs have seen an increase in stealthiness and sophistication.
The state-of-the-art MPAs [4, 10] can craft malicious model updates
very similar to benign ones, breaking existing BRARs. Both the
BRARs and ML-based defenses explore the model parameter space
for detecting anomalous updates; they nonetheless show limited
effectiveness in defending against the state-of-the-art MPAs [4, 10].
Many ML-based defenses [11, 20, 27] also need to collect a dataset
of labeled benign and malicious models beforehand.

In this paper, we tackle the MPA challenge of FL through a new
angle—the latent space representation of a model. We first make
an important observation that even though the poisoned model
parameters are very close to those of benign models, their repre-
sentations in the latent space, provided an auxiliary input dataset,
tend to diverge from those of benign models. Specifically, we tar-
get the penultimate layer representation (PLR) vector in the latent
space and plot the PLRs of both attack-free models and poisoned
models in Figure 1(a). It shows that the clean/benign PLRs follow
the same distribution while the poisoned/malicious PLRs follow a
different one. We made such observation consistently across dif-
ferent datasets and different neural network architectures. Besides
the visual differences, to obtain quantifiable discrepancy, FLARE
measures the distance (i.e., maximum mean discrepancy (MMD)
[12]) between the PLRs of any two models. The average MMD
scores of both poisoned models and clean models are illustrated
in Figure 1(b), which confirms that PLR is a highly differentiating
feature for poisonous models.

Based on the above observation, we propose FLARE (Federated
learning+LAtent-space REpresentations) to protect FL systems
against state-of-the-art MPAs. FLARE features a novel methodology
to estimate the trust score of a local model update by exploiting
the similarity between its PLR to the PLR of others. Compared to
defenses that only look into the model parameters, the PLR-based
trust estimation enables FLARE to prevail in defending against
carefully crafted malicious model updates. To estimate the trust
score, FLARE computes a PLR sequence for each local model, which
takes a very small auxiliary data at the PS. FLARE then exploits
PLRs to distinguish malicious model updates from benign ones.
Under the assumption that malicious clients are fewer than honest
clients, FLARE assigns a trust score to each model update based
on the pairwise PLR discrepancies among all model updates, in
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Figure 1: A motivating example for our PLR approach using
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(MMD) between a model’s PLRs and other models’ PLRs. Box
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that those farther from the benign distribution are assigned lower
scores. Finally, we employ a soft decision regime that aggregates
model updates weighted by their trust scores. It is worth noting that
FLARE performs trust score estimation based on the most recently
received model parameters in each federated learning iteration,
and it does not require collecting a dataset of model parameters
beforehand, which yields efficiency advantage compared to existing
ML-based defenses [11, 20, 27].

Contributions of this paper are summarized as follows:
• We propose FLARE, a novel detection and aggregation algo-
rithm for FL to defend against state-of-the-art MPAs. Based
on the key observation that PLRs of poisoned models tend
to diverge from those of benign models, FLARE utilizes PLR
for evaluating the trust score of a model update in FL. Based
on the MMD of different local models’ PLRs, FLARE features
a trust estimation mechanism that assigns a trust score to
each client in every learning iteration. FLAREminimizes the
impact of MPAs by aggregating model updates weighted by
their client trust scores.
• Through theoretical analysis, we provide an Euclidean-distance-
based interpretation on PLRs of deep neural network (DNN),
justifying PLR as a promising measure to estimate the trust
score of a model update.
• Extensive experimental results demonstrate the effective-
ness of FLARE for defending against state-of-the-art MPAs.
FLARE outperforms existing defenses in terms of decreasing
the attack success rate of MPAs. FLARE achieves consistent
performance across various attack methods, and datasets,
demonstrating the generality of the approach.

2 BACKGROUND AND RELATEDWORK

Federated learning (FL), in a nutshell, allows a group of distributed
clients to contribute their locally computed model parameter up-
dates to the global model at the parameter server. The parameter
server is responsible for distributing the initial model, collecting
model parameter updates from agents, aggregating them through a
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certain aggregation rule, and adding the result to the global model.
Eyeing on this FL paradigm, a class of stealthy attacks named model
poisoning attacks (MPAs) have been demonstrated to be a signifi-
cant threat to the security of FL systems [3, 4, 10, 24]. In an MPA,
a compromised local agent attempts to corrupt the training pro-
cess of FL by providing the parameter server carefully manipulated
model parameters in each training iteration, in the aim of gradually
degrading the FL model efficacy without being detected.

To protect the global model from malicious local updates in FL
systems, BRARs were proposed in the literature, exampled by Krum
[5], Coomed, Trimmed Mean [34], and Bulyan [9]. BRARs tackle
the Byzantine attack/failure scenario in FL where a client does
not follow the predefined learning protocol and sends arbitrary
model updates to the PS. Technically, BRARs can bound the gap
between the aggregated gradient and the true mean (i.e., without
Byzantine clients) to a small value. Based on this feature, BRARs can
partially address the MPA threat by preventing or downgrading
the impact of some malicious model updates. Below we briefly
introduce four state-of-the-art BRARs. Krum [5] selects one of 𝑛
received updates {𝛿1, ..., 𝛿𝑛} whose distance to the all the remaining
update is the smallest. Coomed [34] selects the coordinate-wise
median of 𝑛 received updates as the final result. Trimmed Mean [34]
first excludes the largest 𝑘 values and the smallest 𝑘 values in each
coordinate. Then it calculates the average value of the remaining
(𝑛 − 2𝑘) items. Bulyan [9] is a combination of Krum and Trimmed
Mean. Bulyan firstly recursively applies Krum to select (𝑛 − 2𝑘)
updates out of the total 𝑛 updates. Then it applies Trimmed Mean
to the selected (𝑛 − 2𝑘) updates to obtain the final result. We will
use these BRARs for comparative analysis and evaluation.

Besides BRARs, a number of anomaly detection mechanisms are
proposed to detect malicious local model updates. Shen et al. [27]
proposed Auror to protect FL from malicious updates by filtering
out-of-distribution parameters from the received model parameters;
Fung et al. [11] proposed FoolsGold to identify poisoning Sybils
based on the model similarity of client updates. Li et al. [20] pro-
posed a spectral-anomaly-detection-based framework that detects
the abnormal model updates based on their low-dimensional em-
beddings. Zhao et al. [35] proposed PDGAN for detecting poisoned
models. PDGAN reconstructs training data from model updates
and audits the accuracy for each participant model by using the
generated data, and removes clients with accuracy lower than a pre-
defined threshold. [1] uses a set of validating clients to determine
if the (global) model-update derived in that round has been subject
to a poisoning injection. That is, clients validate the global model
on their local data, and vote for accepting or rejecting the model
through a feedback loop. [7] proves that majority vote mechanism
with ensemble federated learning is secure against MPA. The most
relevant work to ours is FLTrust [6]. FLTrust bootstraps a trust
score for each client based on its directional deviation from server
model update and computes the average of the local model updates
weighted by their trust scores as a global model update.

In the meantime, MPAs have seen an increase in stealthiness and
sophistication. The backdoor MPAs proposed by Bhagoji et al. [4]
incorporate a penalty on the distance between the crafted model
parameters and the benign model parameters into its optimization
objective. Bagdasaryan et al. [3] developed a generic constrain-
and-scale technique that incorporates the evasion of defenses into
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Figure 2: Federated learning system model.

the attacker’s loss function during training. Similar techniques
have been adopted in later works [30, 33] to achieve evasion of
defenses. Meanwhile, Fang et al. [10] proposed untargeted MPAs
to degrade the overall accuracy of the FL system by deviating the
crafted model parameters from the true gradient direction. These
MPAs [3, 10] have demonstrated their capability in evading existing
defenses, e.g., Krum, Trimmed Mean, Auror and FoolsGold. [3] shows
that an attacker is able to craft a malicious model satisfying that
the Euclidean distance between the crafted model and any benign
model is comparable or even less than the Euclidean distance among
different benign models. Moreover, this crafted model can still
misclassify an input to a target label. This attack makes the defenses
by exploring Euclidean distance of model parameters useless and
leads us to reconsider the defense for the MPAs.

We observe that most of the malicious model detection mecha-
nisms [11, 20, 27], BRARs [5, 9, 34], and client credibility aggrega-
tion mechanisms (e.g., FLTrust [6] and [2, 21]) build their defense
by directly analyzing the model updates from agents in the model
parameter space. We also observe that due to the high dimension-
ality of the FL model as well as the non-smooth loss function, two
models that are seemingly close in the parameter space may have
dramatically different loss function. These defenses are likely to
make miss detection on a malicious model that is carefully crafted
to be similar to benign models in the parameter space. Based on
this key insight, we propose to detect malicious local models by
analyzing the latent-space features of models.

3 SYSTEM MODEL

3.1 Federated Learning with Trust Scores

We consider a typical FL network with one parameter server PS
and 𝑛 participating clients {𝐶𝑖 }|𝑖∈[𝑛] (we define [𝑛] B {1, 2, ..., 𝑛}).
The definition of frequently used symbols are shown in Table 1.
Each client manages a local model (e.g., a neural network). At PS,
the model weights of 𝐶𝑖 are w𝑖 ∈ W ⊆ R𝑑 , whereinW is the
parameter space and 𝑑 is the presumed model dimensionality. The
global model parameter is denoted by \ ∈ W. We denote the model
update from 𝐶𝑖 as 𝛿𝑖 = w𝑖 − \ . Moreover, PS maintains a vector
of trust scores for all clients, denoted {𝑆𝑖 }𝑖∈[𝑛] . During normal
operation, an FL task executes in iterations with PS acting as the
model distributor and aggregator at the cloud side.
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Figure 2 illustrates the FL system model. At the system onset, PS
initializes \ . Then each training iteration works as follows: 1 PS
first selects multiple clients and distributes \ to them; 2 each
of the selected clients, say 𝐶𝑖 , initializes w𝑖 = \ and trains the
model with its local data; 3 after the local training terminates,
𝐶𝑖 provides its model update 𝛿𝑖 to PS; 4 PS uses the local model
updates provided by the clients to compute a trust score 𝑆𝑖 for every
client𝐶𝑖 ; 5 finally, PS aggregates local model updates weighted by
their trust scores and updates the global model by: \ ← \ +∑𝑖 𝑆𝑖𝛿𝑖 .
At the end of the FL task, PS outputs the final global model.

We remark that the trust scores do not exist in the original FL
formulation. As we show later, they allow our system FLARE to
be responsive to malicious model updates before the aggregation
step. We also assume PS has an auxiliary dataset D = {𝑥𝑖 }𝑖∈[𝑚]
containing a small number of records (e.g.,𝑚 = 10), which will be
used for PLR-based trust score evaluation in step 4 . D can be
obtained as long as we have one or more trusted clients in the FL
system, who are willing to contribute to the system’s security.

3.2 Threat Model

We assume the population of malicious clients is less than 0.5𝑛,
in line with prior work [5, 6, 9, 34]. Meanwhile, every malicious
client is a white-box adversary and can mount MPAs on the system,
following from the state-of-the-art MPAs [4, 10].

White-Box Adversary. Being a valid FL client, the attacker
has access to both the global model parameters and the model
updates of other clients. Typically, the attacker estimates the model
updates of other clients using a dummy model trained on its own
clean data. Compared to a white-box attacker, a black-box attacker
would only have access to the global model parameters. We opt
for the challenging white-box adversary model to demonstrate the
strength and effectiveness of our proposed defense.

Model Poisoning Attacks. According to the adversary goal,
there are two types of MPAs: untargeted attacks and backdoor at-
tacks. For an untargeted attack, the attacker aims to degrade the
overall model accuracy. For a backdoor attack, the attacker aims to
control the predictions on chosen input data recordswithout degrad-
ing the overall prediction performance on other input data records.
In specific, we use the two untargeted attacks in [10], which deviate
the global model toward the opposite of the attack-free direction.
We use the two backdoor attacks in [4], in which the adversary
crafts malicious local models so as to inject a backdoor/trigger into
the global model. The adversary maintains its stealth by decreasing
the distance between the crafted model parameters and benign
model parameters.

4 PENULTIMATE LAYER REPRESENTATION

We present the motivation, theory, and outlook for using penulti-
mate layer representations (PLRs) to defend against MPAs.

4.1 PLR Basics

We use a convolutional neural network (CNN) for instance. Con-
sider a CNN 𝑓 : R𝑑1×𝑑2×𝑑3 → R𝑐 , mapping points 𝑥 ∈ R𝑑1×𝑑2×𝑑3

to a 𝑐-dimensional probability vector q ∈ R𝑐 , where 𝑐 is the number
of classes. We consider an image input and use 𝑑1, 𝑑2, and 𝑑3 to
represent an image’s width, height, and number of channels. Let

Table 1: Symbol definition.

Symbol Definition

PS parameter server
𝐶𝑖 the 𝑖-th client
𝑛 the number of clients
w𝑖 the model parameters of 𝐶𝑖
\ the global model parameters at PS
𝛿𝑖 the model parameter update of 𝐶𝑖
D the auxiliary dataset, |D| =𝑚
𝑚 the number of data points in D
𝑐 the number of classes of the data
x the input image, x ∈ R𝑑1×𝑑2×𝑑3

r the penultimate layer representation, r ∈ R𝑜
q the confidence vector q ∈ R𝑐
𝑅 a sequence of r, 𝑅 = {r1, r2, ..., r𝑚}
𝑓 the mapping function of x→ q
𝑔 the mapping function of x→ r
𝜎 the mapping function of r→ q
𝜔𝑖 model weights from the penultimate layer to the 𝑖-th

output neuron
Ω Ω = {𝜔1, 𝜔2, ..., 𝜔𝑐 }
𝑐𝑡𝑖 the count that𝐶𝑖 is selected as others’ nearest neighbor
𝑆𝑖 the trust score of 𝐶𝑖

r 2 Ro
q 2 [0, 1]c

x 2 [0, 1]128⇥128⇥3

<latexit sha1_base64="5DKDV664N+ToVH1dkUnapiTdq1Y=">AAACBHicbVDLSsNAFL2pr1pfUZfdBIvgqiRFfK0KblxWsK3QhDKZTtqhk0mYmYglZOHGX3HjQhG3foQ7/8ZJG0RbDwycOede7r3HjxmVyra/jNLS8srqWnm9srG5tb1j7u51ZJQITNo4YpG49ZEkjHLSVlQxchsLgkKfka4/vsz97h0Rkkb8Rk1i4oVoyGlAMVJa6pvV4YXlhkiN/CC9z1wV/fxE1jdrdt2ewlokTkFqUKDVNz/dQYSTkHCFGZKy59ix8lIkFMWMZBU3kSRGeIyGpKcpRyGRXjo9IrMOtTKwgkjox5U1VX93pCiUchL6ujLfUM57ufif10tUcOallMeJIhzPBgUJs/SteSLWgAqCFZtogrCgelcLj5BAWOncKjoEZ/7kRdJp1J2TeuP6uNY8L+IoQxUO4AgcOIUmXEEL2oDhAZ7gBV6NR+PZeDPeZ6Ulo+jZhz8wPr4B+lKYTQ==</latexit>

g : x ! r
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Figure 3: The convolutional neural network architecture

showing mapping functions 𝑓 , 𝑔 and 𝜎 .

the last layer of the network be a softmax layer. The mapping func-
tion from the input to the penultimate layer (i.e., the layer before
the last layer) is denoted by 𝑔 : R𝑑1×𝑑2×𝑑3 → R𝑜 . The output of
function 𝑔 is a PLR which is denoted by r ∈ R𝑜 . We use 𝜎 to denote
the mapping function from PLR to the output probability vector,
𝜎 : r ∈ R𝑜 → q ∈ R𝑐 . The mapping functions are shown in Figure 3.

4.2 Power of PLR in Separating MPAs

Next we show that PLR exhibits highly differentiating power in
detecting malicious models crafted by the advanced attacks. This is
in contrast to solely looking at the model parameters.

The prediction of a 𝑐-class classifier on an input is a probabil-
ity vector q = [𝑞1, 𝑞2, ..., 𝑞𝑐 ], where 𝑞𝑘 represents the likelihood
the model assigns label 𝑘 to the input and

∑𝑐
𝑘=1 𝑞𝑘 = 1. We use

Ω = [𝜔1, , 𝜔2, ..., 𝜔𝑐 ] to represent the weight connecting the penul-
timate layer to the last layer where 𝜔𝑘 ∈ R𝑜 denotes the weights
connecting to the 𝑘-th neuron of the output (i.e., softmax) layer.
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According to the softmax function, 𝑞𝑘 is calculated as

𝑞𝑘 =
exp(r𝑇𝜔𝑘 )∑𝑐
𝑖=1 exp(r𝑇𝜔𝑖 )

. (1)

We interpret the output probability using the Euclidean distance
between PLR and templates 𝜔𝑘 .

Proposition 1. In a 𝑐-class NN classifier where the last two
layers are fully connected and the last layer is a softmax layer, the
output probabilities of any two class 𝑘 and 𝑙 (∀𝑘, 𝑙 ∈ [𝑐] and 𝑘 ≠ 𝑙)
satisfy that 𝑞𝑘 > 𝑞𝑙 if

∥r − 𝜔𝑙 ∥2 − ∥r − 𝜔𝑘 ∥2 ≥ 𝐶𝑘𝑙 , (2)

where r represents the PLR of an input data record and 𝜔𝑘 is the
weights connecting to the 𝑘-th neuron of the output layer. | |r − 𝜔𝑘 | |2
denotes the Euclidean distance between r and template 𝜔𝑘 , i.e., | |r −
𝜔𝑘 | |2 = r𝑇 r − 2rT𝜔𝑘 + 𝜔𝑇𝑘 𝜔𝑘 . 𝐶𝑘𝑙 is a constant and 𝐶𝑘𝑙 = 𝜔

𝑇
𝑙
𝜔𝑙 −

𝜔𝑇
𝑘
𝜔𝑘 .

Proposition 1 (see proof in Appendix) implies that the smaller
the distance between r and the template 𝜔𝑘 (when the distance
between r and other templates is fixed), the larger the likelihood
that r is classified as class 𝑘 . Here, we can regard the template 𝜔𝑘
as the cluster center of class 𝑘 . Classification can be determined
by comparing a target PLR to all the 𝑐 templates. For each pair
of classes, e.g., 𝑘 and 𝑙 , the input is more likely to be class 𝑘 if
Eq. (2) is satisfied or class 𝑙 otherwise. Based on Proposition 1, we
hypothesize that the PLRS of inputs belonging to one specific class
exhibit a relatively small Euclidean distance to the corresponding
template, possibly resulting in a consistent pattern (i.e., a cluster
centered at the template). We then analyze how the distortion in
PLR (i.e., ∥r1 − r2∥2) transforms to the final output probability
vector.

Proposition 2. The mapping function 𝜎 : r ∈ R𝑜 → q ∈ R𝑐
maps a PLR to a probability vector as discussed above. For any two
PLRs r1, r2, we have

∥q1 − q2∥2 ≤ ∥Ω∥2∥r1 − r2∥2, (3)

where r1 and r2 are the PLR of two input 𝑥1 and 𝑥2 respectively. q1 and
(q2) are the output probability vector for input 𝑥1 and 𝑥2 respectively.

Proposition 2 (see proof in Appendix) implies that a difference in
the PLR space will transform to the difference of the corresponding
output probability. The output probability will be very similar if
∥r1 − r2∥2 is small enough.

Furthermore, we consider two local models in FL. The weights Ω
of the two local models should be very similar since the local models
begin their training with the same initialization and only perform
several training steps. The two models transform the same input 𝑥
(belonging to class 𝑐) into PLR r1 and PLR r2 respectively. r1 and r2
should stay within a certain distance if the two models would give a
similar prediction confidence vector on 𝑥 . We further demonstrate
our hypothesis by visualizing the PLRs of benign models in Figure 4.
Here we assume ten participating clients in an FL system, including
nine benign clients and one attacker. The attacker manipulates its
model parameters by implementing a well-known backdoor MPA
[4]. We collect the ten local models and calculate a PLR for each
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Point 0 w/ mal model
Point 1 w/ ben model
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Figure 4: PLRs and inter-distance between PLRs in the 2-D

space of the Kather dataset [17]. There are three types of

markers (i.e., circle, plus, and square), each type of maker

corresponds to one input data points. There are ten items

of each type of marker, representing ten versions of PLRs

for one input data. Nine (in blue) are from nine benign local

models and one (in red) is from a malicious model.

local model using the same data point. We plot the ten versions of
PLR in a 2-D space. Ten versions of PLR are presented in Figure 13.
We can see that all the benign PLRs stays close to each other while
the malicious one exhibits a more significant distance from the
benign ones. We show three examples (three input data points),
and we get a similar observation among all three examples.

4.3 Visualizing PLRs Distribution

Based on the above theoretical analysis and empirical results, we
find that the poisoned model produces a PLR that is relatively far
from the cluster of benign PLRs. We further plot more data points
from the same class to see the distribution of PLRs. In Figure 6,
we plot the PLRs of both malicious models and benign models
under backdoor attacks. We observe that the PLRs of benign models
follow a distribution while the PLRs of malicious models deviate
from it. We present the results under untargeted attacks and achieve
consistent result (see Figure 10 and Figure 11). All the results further
confirm that PLR is a promising feature for detecting poisoned
models. The key reason for distribution deviation is because the
PLR distance among benign models is smaller than the PLR distance
between benign models and malicious models.

The visualization procedure used to illustrate the PLRs is as
follows [23]: 1) randomly select three classes from all classes; 2)
compute the orthonormal basis of the hyperplane on which the
templates of the selected class reside; 3) project the PLRs of data
records from the three classes to the hyperplane (i.e., calculating
the inner product of the PLRs and the orthonormal basis); and 4)
reduce the dimensionality of the results in Step 3) to 2-D space by
applying PCA. Finally, we can plot the PLRs in 2-D space.

5 FLARE: DEFENDING AGAINST MPAS

5.1 Overview of FLARE

Based on the observation and theoretical analysis of PLRs, we
design our system—FLARE. The overview of FLARE is shown in
Figure 5. Our design is compatible with the general FL system. One
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Figure 5: FLARE design. In each FL iteration, local clients submit their local model updates {𝛿𝑖 } to the PS. PS calculates PLRs for

each local model using the same auxiliary dataset, then computes the nearest neighbor of each local model based the MMD of

PLRs. The count of being selected as a nearest neighbor are used to estimate the trust score 𝑆𝑖 of each local model. PS aggregates

the model updates weighted by their trust scores and uses the result to update the global model.

practitioner can easily apply FLARE to an FL system by adding a
trust score estimation module. As shown in Figure 5, local clients
firstly submit their local model updates 𝛿𝑖 to the PS. PS calculate
PLRs using an auxiliary dataset for each local model. Next, FLARE
computes the nearest neighbors of each local model based on the
Maximum Mean Discrepancy (MMD) of PLRs. A client’s count to
be selected as other clients’ nearest neighbor is used to estimate
its trust score 𝑆𝑖 . Finally, PS aggregates model updates weighted
by their trust scores and use it to update the global model. The
workflow of FLARE is also shown in Algorithm 1.

5.2 Detailed Design

FLARE features two differences at PS comparing to the traditional
FL system: 1) At the very beginning, PS initializes the global model
by training with the auxiliary dataset D instead of performing
random initialization. This procedure can accelerate the training
process. It also helps clients make correct predictions on D, which
increases the probability that the benign models’ PLR follow one
distribution. 2) At the aggregation stage of each learning iteration,
PS estimate a trust score for everymodel update and aggregate them
by their trust scores. Next we elaborate on FLARE’s aggregation
scheme, mainly how to estimate the trust scores.

Firstly, PS computes PLRs for each local model w𝑗 using D =

{x𝑖 }𝑖∈[𝑚] . The mapping function of the model with weight w𝑗 is
represented by 𝑔wj : x ∈ R𝑑1×𝑑2×𝑑3 → r ∈ R𝑜 where 𝑑1, 𝑑2, and
𝑑3 represent the width, height, and channels of an image input
and 𝑜 represents the dimensionality of a PLR. As we have𝑚 data
points in D, we can get 𝑚 PLRs {r1, ..., r𝑚} where r𝑖 = 𝑔wj (xi).
To distinguish between PLRs of different models, we use 𝑅 𝑗 :=
{𝑔wj (x1), ..., 𝑔wj (xm)} to represent the PLRs by the 𝑗-th model.

Next, FLARE applies MMD [12] on 𝑅𝑖 and 𝑅 𝑗 to test whether
the two PLR sequences follow the same distribution. We choose
MMD but not other two-sample test methods mainly because the
number of PLR points𝑚 = 10 in one sample is much smaller than

the dimensionality 𝑜 = 128 of the data. It is difficult to measure
the distribution of such a small sample. Traditional parametric two-
sample test methods usually have strong assumptions about the
parameters of the population distribution from which the sample
is drawn and therefore are not applicable. FLARE utilizes MMD
to estimate the distance between two PLR sequences since MMD
does not require knowing the PLR distribution. Without loss of
generality, the unbiased estimate of MMD between the two PLR
sequences 𝑅𝑖 and 𝑅 𝑗 is:

MMD(𝑅𝑖 , 𝑅 𝑗 )=
1

𝑚(𝑚 − 1)

[ ∑︁
𝑎∈𝑅𝑖

∑︁
𝑏∈𝑅𝑖 ,𝑏≠𝑎

𝑘 (a, 𝑏)+

∑︁
𝑎∈𝑅 𝑗

∑︁
𝑏∈𝑅 𝑗 ,𝑏≠𝑎

𝑘 (𝑎, 𝑏)−2
∑︁
𝑎∈𝑅𝑖

∑︁
𝑏∈𝑅 𝑗

𝑘 (𝑎, 𝑏)
] (4)

where 𝑘 (·) is a Gaussian kernel function. We expect the empirical
test statistic MMD(𝑅1, 𝑅2) to be small if 𝑅1 and 𝑅2 are from an
identical distribution, and large if the distributions are far apart.
We use the shortcut𝑀𝑀𝐷𝑖 𝑗 = MMD(𝑅𝑖 , 𝑅 𝑗 ) to represent the MMD
between the 𝑖-th model’s PLRs and 𝑗-th model’s PLRs.

FLARE utilizes the count of nearest neighbors to estimate the
trust score of a model update. PS selects the top 50% nearest neigh-
bors for each local model based on the MMD scores. The count
𝑐𝑡𝑖 for wi increases by one once wi is selected by any wj ( 𝑗 ≠ 𝑖).
The count 𝑐𝑡𝑖 value indicates the trustworthiness degree. We then
use the softmax function with temperature to transform the count
value into a trust score:

𝑆𝑖 =
exp(𝑐𝑡𝑖/𝜏)∑𝑛

𝑘=1 exp(𝑐𝑡𝑘/𝜏)
, (5)

where 𝜏 is the temperature parameter. 𝑆𝑖 is in the interval of [0, 1]
and

∑𝑛
𝑖 𝑆𝑖 = 1. For a sequence of {𝑐𝑡𝑖 }𝑖∈[𝑛] , a larger 𝜏 will output

more even trust scores. We can select a smaller 𝜏 to highlight benign
model updates and reduce the weights of suspicious model updates.
We use 𝜏 = 1 in our paper.
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Algorithm 1 FLARE Algorithm
Input: 𝑛 local updates {𝛿1, 𝛿2, ..., 𝛿𝑛},𝑚 auxiliary data points

{x1, ...x𝑚}, global model \ , maximum iteration 𝑇 .
Output: global model \ .

1: while 𝑡 < 𝑇 do

2: Local models: w1, ...,wn ← 𝛿1 + \, ..., 𝛿𝑛 + \ .
3: for 𝑖 < 𝑛, 𝑖 < 𝑗 < 𝑛 do

4: 𝑅𝑖 ← [𝑔wi (x1), ..., 𝑔wi (xm)] # i-th model’s PLRs.
5: 𝑅 𝑗←[𝑔wj (x1), ..., 𝑔wj (xm)] # j-th model’s PLRs
6: 𝑀𝑀𝐷𝑖 𝑗 = 𝑀𝑀𝐷 𝑗𝑖 ← MMD(𝑅𝑖 , 𝑅 𝑗 )
7: end for

8: 𝑘 = round(𝑛 ∗ 50%) # 50% of the number of updates
9: for 𝑖 < 𝑛 do

10: 𝐼𝐷𝑠 ← argsort(𝑀𝑀𝐷𝑖1, ...𝑀𝑀𝐷𝑖𝑛)
11: 𝑁𝑒𝑖𝑔ℎ𝑏𝑖 ← first 𝑘 elements in 𝐼𝐷𝑠
12: end for

13: # Count times that 𝑖 is selected as others’ neighbors.
14: 𝑐𝑡1, ..., 𝑐𝑡𝑛 ← counting(𝑁𝑒𝑖𝑔ℎ𝑏1, ..., 𝑁𝑒𝑖𝑔ℎ𝑏𝑛)
15: \ ← \ +∑𝑛

𝑖=1
𝑒𝑐𝑡𝑖∑𝑛

𝑘=1 𝑒
𝑐𝑡𝑘
𝛿𝑖 # update global model

16: end while

An alternative scheme is to use the average MMD value of one
model to other models to estimate its trust score. The reason why
we select the nearest-neighbor-count-based scheme but not the
average-MMD-based scheme is shown as follows. The nearest-
neighbor-count-based scheme is more resilient to collusive attack-
ers than the average-MMD-based scheme. Colluded attackers can
produce nearly the same PLRs, thus resulting in extremely small
MMD with each other. In this way, the final average MMD of an
attacker may be smaller than benign models, making the detection
scheme useless. On the other hand, the counts of the nearest neigh-
bor can deal with this type of collusion when attackers are less than
50% of all clients.

Finally, we aggregate model updates weighted by their trust
scores and use it to update the global model by

\ ← \ +
𝑛∑︁
𝑖=1

𝑆𝑖𝛿𝑖 . (6)

where 𝑛 is the number of local model updates received by PS.

6 IMPLEMENTATION AND EXPERIMENTAL

SETTINGS

We implement MPAs and FLARE on the TensorFlow platform. We
run all the experiments on a server equipped with an Intel Core
i7-8700K CPU 3.70GHz×12, a GeForce RTX 2080 Ti GPU, and
Ubuntu 18.04.3 LTS. We implement the following four types of
MPAs: Attack-Krum-Untargeted, Attack-TM-Untargeted [10],
Attack-Krum-Backdoor, and Attack-Coomed-Backdoor [4]. We
also implement defenses, including Krum [5], Coomed, TrimmedMean
[34], Bulyan [9], and FLTrust [6], as baselines for comparison.

6.1 Experimental Setting

The default number of clients in the studied FL system is 𝑛 = 10,
and the ratio of selected clients in each FL iteration is 1.0. The
default number of malicious client(s) is one in backdoor attacks and

Table 2: Model Accuracy (%) in attack-free scenario.

Dataset FedAvg Krum Coomed TMean Bulyan FLARE

fMNIST 91.77 88.68 91.55 91.61 91.45 91.58
CIFAR-10 69.58 55.190 69.31 69.35 68.56 67.00
Kather 78.83 75.1 76.6 78.33 75.1 78.23

three in untargeted attacks following the setting of MPAs in [4, 10].
We divide the dataset evenly into 𝑛 subsets and distribute them to
clients. The PS has an auxiliary dataset containing𝑚 = 10 clean
data points from one class. Each client manages a local model (i.e.,
VGGNet [28]) and trains the local model using an Adam optimizer
with learning rate 0.001. A client trains its local model for five
epochs before submitting the model updates. The number of total
FL iterations is 𝑇 = 20. The testing accuracy in attack-free model
is as shown in Table 2. We run each experiment three times and
show the average performance. We use three different datasets
including fMNIST dataset [32], CIFAR-10 dataset [19] and Kather
dataset [17] to evaluate FLARE. The details of the three datasets
and corresponding model architectures are depicted in Appendix.

6.2 Evaluation Metrics.

We aim to answer two questions: Is FLARE effective in defending
against MPAs by reducing the attack success rate? Can FLARE
maintain high accuracy on clean data? Therefore, we show model
confidence of target label, attack success rate (ASR), and model accu-
racy (Acc) of clean data for evaluating our defense against backdoor
attacks. The model confidence in target label 𝑐𝑡 denoted by 𝑞𝑡 is
a commonly used metric for backdoor attacks [4]. ASR is defined
as the number of test inputs predicted as the target label over the
total number of targeted inputs. Here, a targeted input means an
input with a backdoor trigger. The metric for untargeted attacks is
different as the attacking goal is different, and model accuracy is
the only evaluation metric for untargeted attacks.

7 EVALUATION RESULTS

7.1 Backdoor Attacks

7.1.1 Attack strategy. In a backdoor attack, the attacker aims to
control the predictions on target input without degrading the over-
all prediction performance on other input data records. As an ex-
ample of backdoor MPA, several hospitals aim to train a tumor
tissue detector through FL. A backdoor attacker injects malicious
updates through FL iterations to mislead the FL model to classify
tumor tissue as normal tissue. Next, we depict two state-of-the-art
backdoor MPAs that are used for evaluation.

Attack-Krum-Backdoor [4]: The adversary crafts malicious lo-
cal models to backdoor FL under Krum aggregation rule. This attack
is subtle as the malicious parameters are close to those of benign
ones and seem innocuous. As a result, the chances are high that
the crafted malicious model parameters are accepted by Krum. The
objective function is:

arg min
𝛿𝑚𝑎𝑙

𝐿(D𝑚𝑎𝑙 ) + _𝐿(D𝑡𝑟𝑎𝑖𝑛) + 𝜌 ∥𝛿𝑚𝑎𝑙 − 𝛿𝑏𝑒𝑛 ∥, (7)
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Figure 6: PLRs of different classes without attack (blue) or under backdoor attack (red).

1 3 5 7 9 11 13 15 17 19 21
Training Iteration

0.0

0.2

0.4

0.6

0.8

1.0

Co
nf

id
en

ce

Attack-Krum-Backdoor (semantic)

1 3 5 7 9 11 13 15 17 19 21
Training Iteration

0.0

0.2

0.4

0.6

0.8

1.0

Co
nf

id
en

ce

Attack-Coomed-Backdoor (semantic)

1 3 5 7 9 11 13 15 17 19 21
Training Iteration

0.0

0.2

0.4

0.6

0.8

1.0

Co
nf

id
en

ce

Attack-Krum-Backdoor (trojan)

1 3 5 7 9 11 13 15 17 19 21
Training Iteration

0.0

0.2

0.4

0.6

0.8

1.0

Co
nf

id
en

ce

Attack-Coomed-Backdoor (trojan)

FedAVG Coomed Bulyan Krum TrimmedMean FLTrust FLARE

Figure 7: Model Confidence in targeted inputs under backdoor MPAs (fMNIST dataset). The first two are semantic backdoor

attacks, and the last two are trojan backdoor attacks.
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Figure 8: Model confidence on targeted label under backdoor MPAs on CIFAR-10 dataset.
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Figure 9: Model confidence on targeted label under backdoor MPAs on Kather dataset.
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Table 3: Model Accuracy (%) on clean data and ASR (%) on targeted data.

Attack Name Dataset FedAvg Krum Coomed TrimmedMean Bulyan FLTrust FLARE
Acc ASR Acc ASR Acc ASR Acc ASR Acc ASR Acc ASR Acc ASR

Attack-Krum
-Backdoor
(semantic)

fMNIST 91.6 8.3 87.9 98.3 91.6 45.0 91.5 43.3 91.4 71.6 91.7 40.0 91.2 0

CIFAR-10 68.7 26.7 48.1 100 67.8 53.3 68.4 33.3 67.2 65.0 67.0 0 66.4 0

Kather 79.9 41.6 50.9 86.7 79.3 33.3 79.4 41.7 79.5 56.7 50.5 19.4 76.7 0

Attack-Coomed
-Backdoor
(semantic)

fMNIST 91.5 58.3 88.0 98.3 91.7 78.3 91.6 68.3 91.5 85.0 91.5 0 91.4 0

CIFAR-10 68.0 56.7 50.1 96.7 67.8 85.0 67.7 53.3 66.1 88.3 66.3 20.3 65.2 0

Kather 75.3 91.7 64.8 51.6 78.6 78.3 78.2 75.0 78.5 46.7 76.2 7.2 77.8 0
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Figure 10: The PLRs of 3 classes without attack (blue) or

under untargeted attack (red) in fMNIST dataset and CIFAR

dataset respectively.
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Figure 11: The PLRs of 3 classes without attack (blue) or

under untargeted attack (red) in Kather dataset.

where the main goal is to minimize the loss on backdoor inputs,
denoted by 𝐿(D𝑚𝑎𝑙 ). Meanwhile, the attack aims to minimize the
loss 𝐿(D𝑡𝑟𝑎𝑖𝑛) to improve the accuracy of clean samples. Addition-
ally, the attack also minimizes the distance ∥𝛿𝑚𝑎𝑙 − 𝛿𝑏𝑒𝑛 ∥ between
the malicious update and average benign updates to be stealthy. By
solving this objective, this attack can mislead the global model to
output target labels for target inputs while keeping stealthy.

Attack-Coomed-Backdoor [4]: The objective function of this
attack is the same as that of Attack-Krum-Backdoor (i.e., Eq. (7)).
To defeat coordinate median aggregation rule, the local training pro-
cess at attackers is a little different from Attack-Krum-Backdoor
(see [4] for details).

According to the need of physically injecting a trigger, back-
door attacks are categorized into two types, i.e., trojan backdoor
attack and semantic backdoor attack. In the trojan attack, attack-
ers need to physically inject a backdoor/trigger to an ML model
by modifying all or a subset of the training data. Different from
the trojan attack, semantic backdoor attack involves no physically
injected trigger in inputs. In the semantic backdoor attack, the

trigger is a semantic feature included in an original image. For
instance, the ‘stripes’ can be a semantic trigger for the apparel
classification problem. The attacker attaches the label ‘sweater’ to
images containing ‘stripes’. As a result, any apparel with ‘stripes’
will be classified as sweaters. We extend the two backdoor MPAs
(i.e., Attack-Krum-Backdoor and Attack-Coomed-Backdoor) into
four attacks including Attack-Krum-Backdoor(semantic)/(trojan)
and Attack-Coomed-Backdoor(semantic)/(trojan).

7.1.2 FLARE Performance. Table 3 shows the performance of FLARE
against two semantic backdoor MPAs. The name of an attack on
the left column, such as Attack-Krum-Backdoor, contains the tar-
geting BRAR (i.e., Krum) to attack. From Table 3 we can see that an
MPA can successfully attack not only its targeting BRAR but also
undermine other BRARs. On the contrary, our proposed FLARE
can reduce the ASR to a small value close to zero across various
datasets. FLARE outperforms BRARs and FLTrust by achieving a
lower ASR. As for accuracy on clean data, FLARE obtains a slightly
lower accuracy than other baselines. This is because a malicious
update contains both the poisoning knowledge and useful knowl-
edge from its own clean data. In FLARE, PS assigns small weights to
the updates from malicious clients thus it achieves a slightly lower
accuracy on clean data.

We plot the global model’s confidence on targeted inputs in Fig-
ure 7. The first two subfigures of Figure 7 show themodel confidence
under two semantic backdoor attacks and the last two for trojan
backdoor attacks. Under Attack-Krum-Backdoor (semantic), we
can see that the model confidence of Krum rises to 1.0 very fast, in-
dicating that the attack succeeds at the early stage of FL. Under the
same attack, the model confidence of other BRARs such as Bulyan,
Coomed, Trimmedmean also increases along with the learning pro-
cess, indicating that this attack succeeds in attacking all the BRARs.
We can see that the confidence fluctuates along the training pro-
cess because of the randomness in the distributed learning and the
aggregation rules. Note that all the results shown are the average
value of three runs. On the contrary, FLARE results in very steady
and small confidence scores for the targeted input under MPAs,
meaning that FLARE successfully defends against the four backdoor
attacks. We achieve similar results on the CIFAR-10 dataset and
Kather dataset as shown in Figure 8 and Figure 9 respectively. For
both two datasets, FLARE achieves the lowest confidence in the
final (i.e., 20th) iteration. We can see the model confidence is close
to 0 at the final iteration, which indicates that FLARE successfully
defenses against these attacks.
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Table 4: Model Accuracy (%) under untargeted attacks.

Attack Name Dataset FedAvg Krum Coomed TrimmedMean Bulyan FLTrust FLARE

Attack-Krum
-Untargeted

fMNIST 59.2 6.93 79.8 89.7 86.2 91.2 90.9
CIFAR-10 62.4 10.4 61.6 62.8 62.5 66.4 66.5

Kather 69.0 12.34 66.1 66.4 69.8 11.6 76.4

Attack-TrimmedMean
-Untargeted

fMNIST 87.1 87.9 80.3 61.1 89.5 90.7 91.1

CIFAR-10 58.8 53.4 60.3 49.2 64.0 64.4 67.5

Kather 18.0 70.8 64.2 22.3 74.1 10.9 77.5

7.2 Untargeted Attacks

7.2.1 Attack Strategy. In untargeted attacks, the attacker aims to
degrade model performance by preventing the global model from
convergence or leading the global model to converge to a local
optimum that yields a high testing error rate. Next, we summarize
two state-of-the-art untargeted MPAs that are used for evaluation.

Attack-Krum-Untargeted [10]: The adversary aims to craft
𝑘 (𝑘 ≥ 1) malicious local models to attack Krum. To achieve this,
the attacker applies “directed deviation” to the global model param-
eters, which moves the parameters along the opposite direction of
the attack-free one. The attack is formalized as:

max _

s.t. w′1 = 𝐾𝑟𝑢𝑚(w′1, ...,w
′
𝑘
,w(𝑘+1) , ...,w𝑛),

w′1 = \ − _s,

w′𝑖 = w′1, for 𝑖 = 2, 3, ..., 𝑘 .

(8)

where w′
𝑖
(∀𝑖 ∈ [𝑘]) represents the weights of a poisoned model;

w𝑖 (∀𝑖 ∈ {𝑘 + 1, ..., 𝑛}) represents the weights of a benign model; \
represents the current global model; and s represents the sign of
the average weights of all benign models. The directed deviation
between the crafted model w′1 and global model \ is _s. The objec-
tive of this attack is to maximize _ in order to increase the error
rate of FL.

Attack-TM-Untargeted [10]: Similar to Attack-Krum-Untargeted,
the high-level idea is to deviate the global model toward the op-
posite direction of the attack-free model. Assume that the benign
weight in the 𝑗-th coordinate is in the range [𝑤 𝑗,𝑚𝑖𝑛,𝑤 𝑗,𝑚𝑎𝑥 ]. To at-
tack TrimmedMean, the 𝑗-th coordinate of the crafted model should
be in the same range (i.e., [𝑤 𝑗,𝑚𝑖𝑛,𝑤 𝑗,𝑚𝑎𝑥 ]) of attack-free model.
In this attack, the attacker develops the following heuristic algo-
rithm. In specific, the 𝑗-th coordinate is crafted by sampling a value
around 𝑤 𝑗,𝑚𝑎𝑥 if the sign of the average weight is negative (i.e.,
𝑠 𝑗 = −1). On the contrary, the 𝑗-th coordinate is generated by
sampling around 𝑤 𝑗,𝑚𝑖𝑛 if 𝑠 𝑗 = 1. As a result, the attack can flip
the sign of some coordinates of the average weights. Similar to
Attack-Krum-Untargeted, this attack aims to increase the testing
error rate of the global model.

7.2.2 FLARE Performance. We show the testing accuracy of the
final global model under untargeted MPAs in Table 4. We can see
that the untargeted attacks can not only successfully spoil the target
BRAR, but alsomake other BRARs less effective. FLARE successfully
defends against untargeted MPAs by achieving testing accuracy
much higher than other baselines. However, the accuracy of FLARE
is still lower than the attack-free scenario (see Table 2). The pos-
sible reason is the same as backdoor MPAs, i.e., a lack of helpful

knowledge from malicious updates. FLTrust achieves comparable
accuracy with FLARE in the fMNIST dataset and CIFAR-10 dataset,
but it achieves a very low accuracy in the Kather dataset. A possible
reason is that FLTrust assigns a trust score to a local model update
based on its cosine similarity with the benign model trained at PS.
The cosine similarity is meaningless when the dimension of the
model parameters is huge.

7.3 Performance in Various FL settings

In order to demonstrate the robustness of FLARE against MPAs, we
evaluate FLARE in various settings. Let’s take FLARE’s performance
against attack-Krum-backdoor as an example.

7.3.1 Client Number, Attacker Number and Auxiliary Data Points.

In Figure 12(a), we vary the number of clients while keeping the
malicious clients as 10% of the total clients. The ASR without de-
fense stays higher than 0.8. The ASR after applying FLARE is close
to zero regardless of the number of clients. The results indicate
that FLARE effectively defended against MPAs in FL systems with
different numbers of clients. In Figure 12(b), the percentage 𝑝 of
malicious clients is from 5 to 30. We can see the ASR under FLARE
remains close to 0 when 𝑝 < 30%, implying that FLARE is highly
effective when the malicious clients are fewer than 30% of the total
clients. It is challenging to detect malicious clients when they are
more than 30% of the total clients. We further examine the impact
of the size𝑚 of the D on FLARE and find that FLARE is effective
when𝑚 ≥ 7.

7.3.2 Non-I.I.D. Data. We follow the setting in [25] to generate the
non-i.i.d. datasets among distributed clients. we assign every client
samples from exactly 𝑐𝑠𝑒𝑙 < 𝑐 classes of the data set where 𝑐 is the
total categories. The data splits are nonoverlapping and balanced,
such that every client ends up with the same number of data points.
We show the ASR of the two backdoor attacks in Table 5. FLARE
obtains the smallest ASR for the two attacks, demonstrating its
resilience against MPAs in non-i.i.d. scenario.

Table 5: ASR in non-i.i.d. scenario in fMNIST.

Attack Krum Coomed TMean Bulyan FLARE

Attack-Krum-Backdoor 0.750 0.533 0.133 0.716 0.016

Attack-Coomed-Backdoor 1.00 0.867 0.750 0.883 0.050

7.4 Defending against Adaptive Attack

In a more challenging scenario, an attacker can adaptively alter
their attack methods to defeat the defense with the knowledge of
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Figure 12: ASR against Attack-Krum-Backdoor in fMNIST

dataset. (a) vary the number of clients when fixing the per-

centage of malicious clients as 0.1; (b) vary the percentage

malicious clients when fixing total clients as 20.

5 10 15
Training Iteration

0.0

0.2

0.4

0.6

0.8

1.0

Co
nf

id
en

ce

FLARE
Adaptive Attack

(a)

0 5 10 15 20
Training Iteration

False

True

Detected by FLARE
Attack Succeed

(b)

Figure 13: FLARE Performance against adaptive attack.

the defense strategy. Under this attack, we assume the attacker
knows the defense strategy of FLARE.

The adaptive attack follows a strategy explained below. In order
to bypass FLARE, the attacker crafts its model to produce PLRs
similar to PLRs of benign local models. The attack objective is
shown as:

arg min
𝛿𝑚𝑎𝑙

𝐿(D𝑚𝑎𝑙 ) + _𝐿(D𝑡𝑟𝑎𝑖𝑛) + 𝜌 ∥𝛿𝑚𝑎𝑙 − 𝛿𝑏𝑒𝑛 ∥

+[𝑑𝑝𝑙𝑟 .
(9)

where 𝐿(D𝑚𝑎𝑙 ) is the loss on targeted inputs, 𝐿(D𝑡𝑟𝑎𝑖𝑛) is the
loss on the clean data, and ∥𝛿𝑚𝑎𝑙 − 𝛿𝑏𝑒𝑛 ∥ is the distance between
malicious model updates and average benign model updates, and
𝑑𝑝𝑙𝑟 represents the distance between the PLRs of malicious model
and the average PLRs of benign models. This formula originates
from [4]. This attack misleads the global model to output target
labels for chosen inputs while hiding its maliciousness. The original
attack uses components 𝐿(D𝑡𝑟𝑎𝑖𝑛) and ∥𝛿𝑚𝑎𝑙 − 𝛿𝑏𝑒𝑛 ∥ to achieve
the stealthiness. Compared to the original attack in [4], we add
one more component 𝑑𝑝𝑙𝑟 to the objective function which can be
represented as:

𝑑𝑝𝑙𝑟 =
∑︁
𝑖∈[𝑐 ]
(𝑃𝐿𝑅(𝛿𝑚𝑎𝑙 ,D𝑖

𝑡𝑟𝑎𝑖𝑛) − 𝑃𝐿𝑅(𝛿𝑏𝑒𝑛,D
𝑖
𝑡𝑟𝑎𝑖𝑛)), (10)

where 𝑐 is the total number of classes of the classifier, and 𝐷𝑖
𝑡𝑟𝑎𝑖𝑛

is
the training dataset of class 𝑖 . For each class 𝑖 , 𝑃𝐿𝑅(𝛿𝑚𝑎𝑙 ,D𝑖

𝑡𝑟𝑎𝑖𝑛
)

denotes the average value of PLRs of the malicious model on the
training data 𝐷𝑖

𝑡𝑟𝑎𝑖𝑛
, and 𝑃𝐿𝑅(𝛿𝑏𝑒𝑛,D𝑖

𝑡𝑟𝑎𝑖𝑛
)) denotes the average

value of PLRs of benign model 𝛿𝑏𝑒𝑛 on the same dataset 𝐷𝑖
𝑡𝑟𝑎𝑖𝑛

.

Figure 13(a) shows the performance of FLARE against the adap-
tive attack. When no defense is applied, the adaptive attack itself
achieves a high attack success rate by achieving confidence larger
than 0.9. After FLARE is deployed into the learning process, the
confidence remains less than 0.1, and theASR decreases to 0. Such re-
sults demonstrate the effectiveness of FLARE for defending against
the adaptive attack. In Figure 13(b), we show two flags: one indicates
whether the attack is detected, the other indicates whether the at-
tack makes a misclassification. Note that here ‘detected’ means that
a malicious model update obtains a trust score lower than average.
We can see that FLARE fails to detect malicious clients in Iteration
3 and 18. Meanwhile, the adaptive attack does not succeed in these
two rounds either, which means that the maliciously crafted model
in Iteration 3 or 18 becomes innocuous. Such an observation con-
firms that it is difficult for adaptive attacks to evade FLARE and
achieve malicious goals simultaneously.

We also analyze the computation complexity of FLARE. We
find that the computation overhead of FLARE depends on PLR
calculation and MMD execution. FLARE’s time complexity can be
represented as 𝑂 (𝑛 · 𝑡𝑝𝑙𝑟 + 𝑛2 · 𝑡𝑚𝑚𝑑 ) where 𝑛 is the number of
selected clients in each iteration, 𝑡𝑝𝑙𝑟 is PLR computation time per
client, and 𝑡𝑚𝑚𝑑 is the computation time for one MMD test. In
our case, 𝑡𝑝𝑙𝑟 is small as there are only 10 MMD test samples. The
experimental execution time of FLARE is 3.2 seconds when 𝑛 = 10
and 28.3 seconds when 𝑛 = 50, indicating that FLARE is relatively
computation-efficient.

8 CONCLUSIONS

In this paper, we propose a robust aggregation algorithm FLARE
to protect FL against MPAs. Through analysis and experimental
visualization, we demonstrate that the PLR vector has high poten-
tials in differentiating malicious/poisonous models from the benign
ones. Based on the PLR technique, FLARE effectively minimizes the
impact of malicious/poisonous models on the final aggregation by
assigning low trust scores to those with diverging PLRs. Through
a comprehensive evaluation, we show that FLARE significantly
outperforms existing defenses (i.e., BRARs and FLTrust) in defend-
ing against state-of-the-art MPAs, including semantic backdoor
attacks, trojan attacks, and untargeted attacks on three popular
datasets. Furthermore, FLARE also shows its effectiveness amid
non-i.i.d. data and adaptive attacks, demonstrating the applicability
to challenging real-world scenarios.
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A PROOF OF PROPOSITION 1

Proposition 1. In a 𝑐-class NN classifier where the last two layers
are fully connected and the last layer is a softmax layer, the output
probability of any two class𝑘 and 𝑙 (1 ≤ 𝑘, 𝑙 ≤ 𝑐) satisfy that𝑞𝑘 > 𝑞𝑙
if

| |r − 𝜔𝑙 | |2 − ||r − 𝜔𝑘 | |2 ≥ 𝐶𝑘𝑙 (11)

where r represents the penultimate layer value and𝜔𝑘 is theweights
connecting to the 𝑘-th neuron of the output layer. | |r − 𝜔𝑘 | |2 de-
notes the Euclidean distance between r and template 𝜔𝑘 , i.e., | |r −
𝜔𝑘 | |2 = r𝑇 r − 2rT𝜔𝑘 + 𝜔𝑇𝑘 𝜔𝑘 . 𝐶𝑘𝑙 is a constant and 𝐶𝑘𝑙 = 𝜔

𝑇
𝑙
𝜔𝑙 −

𝜔𝑇
𝑘
𝜔𝑘 .

PROOF. The prediction probability vector of a 𝑐-class classifier
on an input is denoted by [𝑞1, 𝑞2, ..., 𝑞𝑐 ] where

∑
𝑐 𝑞𝑘 = 1. The

probability 𝑞𝑘 can be represented by

𝑞𝑘 =
exp(r𝑇𝜔𝑘 )∑𝑐
𝑖=1 exp(r𝑇𝜔𝑖 )

. (12)

where r represents the penultimate layer value and𝜔𝑘 is theweights
connecting to the 𝑘-th neuron of the output (i.e., softmax) layer. The
Euclidean distance between the penultimate layer representation r
and template 𝜔𝑘 is

| |r − 𝜔𝑘 | |2 = r𝑇 r − 2rT𝜔𝑘 + 𝜔𝑇𝑘 𝜔𝑘 . (13)

We can derive the logit rT𝜔𝑘 from Eq. (13) by

rT𝜔𝑘 = −1
2
| |r − 𝜔𝑘 | |2 +

1
2

r𝑇 r + 1
2
𝜔𝑇
𝑘
𝜔𝑘 . (14)
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We rewrite 𝑞𝑘 by substituting Eq. (14) for the logit rT𝜔𝑘 in Eq. (12)

𝑞𝑘 =
exp(− 1

2 | |r − 𝜔𝑘 | |2) · exp( 12 r𝑇 r) · exp( 12𝜔
𝑇
𝑘
𝜔𝑘 )∑𝑐

𝑖 exp(− 1
2 | |r − 𝜔𝑖 | |2) · exp( 12 r𝑇 r) · exp( 12𝜔𝑇𝑖 𝜔𝑖 )

=
exp(− 1

2 | |r − 𝜔𝑘 | |2) · exp( 12𝜔
𝑇
𝑘
𝜔𝑘 )∑𝑐

𝑖 exp(− 1
2 | |r − 𝜔𝑖 | |2) · exp( 12𝜔𝑇𝑖 𝜔𝑖 )

=
exp(− 1

2 | |r − 𝜔𝑘 | |2 +
1
2𝜔

𝑇
𝑘
𝜔𝑘 )∑𝑐

𝑖 exp(− 1
2 | |r − 𝜔𝑖 | |2 +

1
2𝜔

𝑇
𝑖
𝜔𝑖 )

(15)

We use 𝑞𝑘 and 𝑞𝑙 to represent the probability of the 𝑘-th and 𝑙-th
class. If 𝑞𝑘 ≥ 𝑞𝑙 , the inequality (16) must be satisfied.

− 1
2
| |r − 𝜔𝑘 | |2 +

1
2
𝜔𝑇
𝑘
𝜔𝑘 ≥ −

1
2
| |r − 𝜔𝑙 | |2 +

1
2
𝜔𝑇
𝑙
𝜔𝑙 (16)

This inequality can be rewritten as

| |r − 𝜔𝑙 | |2 − ||r − 𝜔𝑘 | |2 ≥ 𝜔𝑇𝑙 𝜔𝑙 − 𝜔
𝑇
𝑘
𝜔𝑘 (17)

The right hand is a constant, and we can use 𝐶𝑘𝑙 to represent this
constant, i.e., 𝐶𝑘𝑙 = 𝜔𝑇𝑙 𝜔𝑙 − 𝜔

𝑇
𝑘
𝜔𝑘 . The Eq. (17) is rewritten as

| |r − 𝜔𝑙 | |2 − ||r − 𝜔𝑘 | |2 ≥ 𝐶𝑘𝑙 (18)

Eq. (18) indicates that if the distance between representation r and
template 𝑙 is larger than the distance between representation r and
template 𝑘 by a constant 𝐶𝑘𝑙 , then the probability of assigning the
input as class 𝑘 is larger than class 𝑙 .

B PROOF OF PROPOSITION 2

Proposition 2. The mapping function 𝜎 : r ∈ R𝑜 → q ∈ R𝑐 maps
a PLR to a probability vector as discussed above. For any two PLRs
r1, r2, we have

∥q1 − q2∥2 ≤ ∥Ω∥2∥r1 − r2∥2, (19)

where ∥ .∥2 is the L2 norm operator, r1 and r2 are the PLR of two
input 𝑥1 and 𝑥2 respectively. q1 and q2 are the output probability
vector for input 𝑥1 and 𝑥2 respectively.
PROOF. Here we use z1, z2 ∈ R𝑐 to represent the logits calculated
from r1, r2 ∈ R𝑜 , i.e., z1 = Ω𝑇 𝑟1 and z2 = Ω𝑇 r2, where Ω ∈ R𝑜×𝑐
denotes the weights from the penultimate layer to the last layer.

Here we use Z : R𝑐 → R𝑐 to represent the softmax function,
then we have the probability vector q1 = Z (z1) and q2 = Z (z2).
Based on that the Lipchitz modulus of softmax function Z is less
than one [26], thus we have

∥q1 − q2∥2 ≤ ∥z1 − z2∥2 . (20)

By substituting z1 and z2 with (𝑟2)𝑇Ω and (𝑟1)𝑇Ω respectively,
we have

∥q1 − q2∥2 ≤ ∥(r1)𝑇Ω − (r2)𝑇Ω∥2 ≤ ∥Ω∥2∥r1 − r2∥2 (21)

C NEURAL NETWORK ARCHITECTURE

The detail of the three datasets is shown in the following, and the
corresponding neural networks are shown in Table 6, Table 7, and
Table 8. Note that we resize the images in the Kather dataset from
150× 150× 3 to 128× 128× 3 before feeding them into the VGGNet.
The batch size used in the fMNIST dataset is 64 and the batch size
used in the CIFAR-10 dataset and the Kather dataset is 32.

fMNIST consists of a training set of 60,000 records and a test set
of 10,000 records. Each data record is a 28 × 28 grayscale image,
associated with a label from 10 classes, including T-shirt, Trouser,
Pullover, Dress, Coat, Sandal, Shirt, Sneaker, Bag, and Ankle boot.
CIFAR-10 consists of 60,000 32x32 colour images in 10 classes, with
6,000 images per class. There are 50,000 training images and 10,000
test images. Each image is from one of the ten classes, including
airplane, automobile, bird, cat, deer, dog, frog, horse, ship, and truck.
Kather is a collection of textures in colorectal cancer histology. It
consists of 5,000 records and each one is a 150 × 150 histological
image. Each image belongs to one of the eight tissue categories,
including Tumor, Stroma, Complex, Lympho, Debris, Mucosa, Adi-
pose, and Empty.

Table 6: Neural network architecture for fMNIST dataset.

Input Filter Stride Output Activation

conv2d_1 28×28×1 64×5×5 1 24×24×64 ReLU
conv2d_2 24×24×64 64×5×5 1 20×20×64 ReLU
dropout_1 20×20×64 Dropout, 0.25 / 20×20×64 /
flatten_1 20×20×64 / / 25600 /
dense_1 25600 / / 128 Relu/
dropout_2 128 Dropout, 0.5 / 128 /
dense_2 128 / / 10 /

Table 7: Neural network architecture for CIFAR-10 dataset.

Input Filter Stride Output Activation

conv2d_1 32×32×3 64×3×3 1 30×30×64 ReLU
max_pooling2d_1 30×30×64 MaxPooling2D, 2×2 2 15×15×64 /

conv2d_2 15×15×64 64×3×3 1 13×13×64 ReLU
max_pooling2d_2 13×13×64 MaxPooling2D, 2×2 2 6×6×64 /

conv2d_3 6×6×64 64×3×3 1 4×4×64 ReLU
max_pooling2d_3 4×4×64 MaxPooling2D, 2×2 2 2×2×64 /

flatten_1 2×2×64 / / 256 /
dense_1 256 / / 128 /
dense_2 128 / / 10 /

Table 8: Neural network architecture for Kather dataset.

Input Filter Stride Output Activation

conv2d_1 128×128×3 64×3×3 1 128×128×64 ReLU
max_pooling2d_1 128×128×64 MaxPooling2D, 2×2 2 64×64×64 /

conv2d_2 64×64×64 64×3×3 1 64×64×64 ReLU
max_pooling2d_2 64×64×64 MaxPooling2D, 2×2 2 32×32×64 /

conv2d_3 32×32×64 64×3×3 1 32×32×64 ReLU
max_pooling2d_3 32×32×64 MaxPooling2D, 2×2 2 16×16×64 /

conv2d_4 16×16×64 64×3×3 1 16×16×64 ReLU
max_pooling2d_4 16×16×64 MaxPooling2D, 2×2 2 8×8×64 /

conv2d_5 8×8×128 64×3×3 1 8×8×128 ReLU
max_pooling2d_5 8×8×128 MaxPooling2D, 2×2 2 4×4×128 /

flatten_1 4×4×128 / / 2048 /
dense_1 2048 / / 128 /
dense_1 128 / / 8 /
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