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Abstract—Transparent coexistence, also known as underlay,
offers much more efficient spectrum sharing than traditional
interweave coexistence paradigm. In a previous work, the trans-
parent coexistence for a multi-hop secondary networks is studied.
In this paper, we design a distributed solution to achieve
this paradigm. In our design, we show how to increase the
number of data streams iteratively while meeting constraints in
the MIMO interference cancelation (IC) model and achieving
transparent coexistence. All steps in our distributed algorithm
can be accomplished based on local information exchange among
the neighboring nodes. Our simulation results show that the
performance of our distributed algorithm is highly competitive
when compared to an upper bound solution for the centralized
problem.

I. INTRODUCTION

Coexistence of the secondary network with a primary net-
work is the key approach to improve radio spectrum utilization.
In [7], a novel coexistence paradigm under the name of
transparent coexistence is explored for a secondary multi-hop
network. Under this paradigm, there is no change on the pri-
mary network. A primary network considers itself as the only
wireless network that is using the spectrum and its spectrum
access behavior is not affected by the secondary network. In
this regard, the primary network’s behavior is similar to that in
the interweave paradigm [2]. The difference is in the behavior
for the secondary network. Instead of accessing the spectrum
only through spectrum holes in time, frequency, or space, a
secondary network under the transparent coexistence paradigm
is allowed to access the spectrum in the same time, frequency,
and location with the primary network, as long as its activities
are “invisible” to the primary network. Such transparency is
achieved by having the secondary network proactively cancel
its interference to the primary network.

Prior to [7], there has been some efforts on underlay
coexistence paradigm (see, e.g., [1], [4], [8], [9]). But these
efforts have been limited to very simple network settings,
e.g., several nodes or link pairs, all for single-hop commu-
nications. The transparent coexistence that was studied in [7]
focused on multi-hop communications, both for the primary
and secondary networks. The results in [7] showed the concept
of achieving transparent coexistence for multi-hop primary
and secondary networks through a centralized solution. But
it is desirable to have a distributed solution to solve this
problem. This is the goal of this paper. The main contribution
of this paper is the development of a distributed scheduling
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Fig. 1. A multi-hop secondary network overlaid on a multi-hop primary
network.

algorithm to allocate secondary network resource to achieve
the transparent coexistence paradigm. For IC, we assume each
secondary network is equipped with MIMO, while there is
no requirement on the primary nodes. We employ a MIMO
interference cancelation (IC) model that was developed in et
al. [5] to keep track of DoF allocation for IC. It was shown
in [5] that this IC model is efficient in DoF allocation while
guaranteeing feasibility in the final solution. By feasibility, we
mean there exists a feasible precoding and decoding vector for
each data stream at the physical layer. However, this model
requires to maintain an ordering among the secondary nodes in
the network, which poses a challenge in a distributed network
environment. We show how such ordering relationship among
the neighboring nodes can be established and maintained
at each node in a distributed environment. We also show
how to adjust node ordering in our distributed algorithm
should it become necessary (e.g., remove bottleneck in DoF
resource allocation) . Through numerical results, we show
that the iterative distributed algorithm that we propose offers
competitive performance when compared with an upper bound
result.

The remainder of this paper is organized as follows. In
Section II, we give a centralized problem formulation under
transparent coexistence for a multi-hop primary and secondary
networks. Section III presents our design of an iterative
distributed algorithm to achieve the transparent coexistence for
a secondary multi-hop network. Section IV presents simula-
tions results and demonstrates the competitive performance of
the proposed distributed algorithm. Section V concludes this
paper.



II. A CENTRALIZED PROBLEM FORMULATION OF
TRANSPARENT COEXISTENCE

We consider a multi-hop primary network P , where each
node is only equipped with a single antenna. This primary
network is co-located with a multi-hop secondary network S
in the same geographical region, as shown in Fig. 1. For the
secondary network, we assume that each node is equipped
with MIMO, which has the IC capability that is required to
achieve transparent coexistence.

Suppose that the primary and secondary networks share the
same spectrum channel in the time domain, with T time slots
in a frame. For the primary network, each node can access any
time slot without any consideration of the secondary network.
A secondary node, however, is allowed to use a time slot only
if its activity is transparent to the primary network.

Having accurate channel state information (CSI) is critical
for the secondary nodes to cancel interference to/from primary
nodes. The problem here is: how can a secondary node
obtain the CSI between itself and its neighboring primary
nodes while remaining transparent to the primary nodes? We
propose the following solution to resolve this problem. For
each primary node, it typically sends out a pilot sequence
(training sequence) to its neighboring primary nodes such that
they can estimate the CSI between them for communication.
This is the practice for current cellular networks and we
assume such a mechanism is available for a primary network.
We will exploit this feature for the secondary nodes to estimate
CSI. Specifically, the secondary nodes can overhear the pilot
sequence signal from the primary node while staying trans-
parent. Suppose the pilot sequence from the primary nodes
is publicly available (as in cellular networks) and is known
to the secondary nodes. Then the secondary nodes can use
this information and the actual received pilot sequence signal
from the primary node for channel estimation. Based on the
reciprocity property of a wireless channel [6], the estimated
CSI can also be used as CSIT (channel state information at
transmitter side). Similarly, for each secondary node, it can
send out pilot sequence to its neighboring secondary nodes
such that those nodes can estimate the CSI. Therefore, a
secondary node can obtain complete CSI between itself and
its neighboring primary and secondary neighboring nodes.

Suppose that there is a set of sessions F̃ in the primary
network P . The routing for each primary session can be found
by standard routing protocol, e.g., OLSR or AODV. Denote L̃
as the set of active links associated with sessions F̃ . Denote
z̃(l̃)(t) as the number of data streams on link l̃ ∈ L̃ in time
slot t. Since each primary node has only a single antenna,
z̃(l̃)(t) = 1 if link l̃ is active in time slot t and 0 otherwise.

For the secondary network S, suppose that there is a set
of sessions F in S. Again, the routing of each secondary
session can be found by standard routing protocol. Denote
L as the set of links associated with sessions F . Denote Ai as
the number of antennas on a node i ∈ S . Denote z(l)(t) as the
number of data streams on link l ∈ L in time slot t. For each
secondary node, it needs to know the neighboring primary link

scheduling, which can be obtained by monitoring/sensing its
neighboring primary nodes’ activities.
Time Slot Scheduling. Denote xi(t) as a binary variable
indicating whether or not secondary node i ∈ S is a transmitter
in time slot t. That is, xi(t) = 1 if node i is transmitting in
t and 0 otherwise. Similarly, denote yi(t) as a binary variable
indicating whether or not secondary node i ∈ S is a receiver
in time slot t. We assume that the secondary transceiver is
half-duplex. Since a node i ∈ S cannot transmit and receive
in the same time slot, we have:

xi(t) + yi(t) ≤ 1 (i ∈ S, 1 ≤ t ≤ T ). (1)

SM and IC at a Secondary Transmitter. If a secondary
node is a transmitter in a time slot, it should allocate DoF
for SM and IC. For SM, denote LOut

i as the set of outgoing
links from node i. Then, the number of DoFs at secondary
node i ∈ S that is used for SM is

∑
l∈LOut

i

z(l)(t). For IC,

the secondary transmitter should perform both inter-network
IC (i.e., canceling its interference to its neighboring primary
receivers) and intra-network IC (i.e., canceling its interference
to a “subset” of its neighboring secondary receivers).
(i) For IC to its neighboring primary receivers, denote Ĩi as
the set of neighboring primary nodes that are located within
the interference range of node i. Denote L̃In

p as the set of
incoming primary links to node p ∈ Ĩi. Then, the number of
DoFs required for IC to node i’s neighboring primary receivers

is

 ∑
p∈Ĩi

∑
l̃∈L̃In

p

z̃(l̃)(t)

.

(ii) For IC to node i’s neighboring secondary receivers, we
employ the node-ordering scheme proposed in [5]. The idea
is to put all the nodes in the network into an ordered node
list. An optimal ordering of such a node list is part of the
optimization problem. Denote π(t) as an ordered list of the
secondary nodes in time slot t (1 ≤ t ≤ T ) and πi(t) as the
position of node i ∈ S in π(t). Therefore,

1 ≤ πi(t) ≤ S , (i ∈ S, 1 ≤ t ≤ T, S = |S|). (2)

To model the relative ordering between any two secondary
nodes i and j in π(t), we denote a binary variable θj,i(t) as
the relative position of node i and node j in π(t) as follows:
θj,i(t) = 1 if node j is before node i and 0 otherwise. Then,
we have

πi(t)−S·θj,i(t)+1 ≤ πj(t) ≤ πi(t)−S·θj,i(t)+S−1 , (3)

where (i, j ∈ S, 1 ≤ t ≤ T ). Denote Ii as the set
of neighboring secondary nodes that are located within the
interference range of node i, and LIn

j as the set of incoming
secondary links to node j ∈ S. It was shown in [5] that
node i only needs to cancel its interference to these secondary
receivers that are before itself in the ordered node list π(t).
Node i does not need to be concerned with its interference
to those secondary receivers that are after itself in π(t) as
such interference will be canceled by those nodes later when
we consider them in the ordered node list. Therefore, the



number of DoFs required for IC to secondary receivers is∑
j∈Ii

θj,i(t) ·
Tx(k) ̸=i∑
k∈LIn

j

z(k)(t)

.

Combining DoF consumption for SM and IC, we have:

∑
l∈LOut

i

z(l)(t) +

∑
p∈Ĩi

∑
l̃∈L̃In

p

z̃(l̃)(t)

+

∑
j∈Ii

θj,i(t) ·
Tx(k)̸=i∑
k∈LIn

j

z(k)(t)

 ≤ Ai , (4)

which means the total number of DoFs consumed at this
transmitter for SM and IC cannot exceed the total number
of its DoFs.
SM and IC at a Secondary Receiver. If a secondary
node is a receiver in a time slot, it should allocate DoFs both
for SM and IC. For SM, The number of DoFs used for SM
at a secondary receiver i in time slot t is

∑
k∈LIn

i

z(k)(t). For

IC, the secondary receiver should perform both inter-network
IC (i.e., canceling the interference from its neighboring pri-
mary transmitters) and intra-network IC (i.e., canceling the
interference from a “subset” of its neighboring secondary
transmitters). Denote L̃Out

p as the set of outgoing primary
links from primary node p ∈ P . Then at secondary receiver
i, the number of DoFs used for IC from primary trans-

mitters is

 ∑
p∈Ĩi

∑
l̃∈L̃Out

p

z̃(l̃)(t)

. To cancel the interference

from its neighboring secondary transmitters, we again employ
the node-ordering scheme. Similar to that in the secondary
transmitter case that was discussed earlier, node i only needs
to cancel the interference from these secondary transmitters
that are before itself in the ordered node list π(t). Node i
does not need to be concerned with the interference from those
secondary transmitters that are after itself in π(t) as such inter-
ference will be canceled by those nodes later when we consider
them in the ordered node list. At receive node i, the number
of DoFs used to cancel interference from other secondary

transmitters is
∑

j∈ Ii

θj,i(t) ·
Rx(l)̸=i∑
l∈LOut

j

z(l)(t)

. Summing up

DoF allocations for SM and IC at a secondary receiver i, we
have:

∑
k∈LIn

i

z(k)(t) +

∑
p∈Ĩi

∑
l̃∈L̃Out

p

z̃(l̃)(t)

+

∑
j∈ Ii

θj,i(t) ·
Rx(l) ̸=i∑
l∈LOut

j

z(l)(t)

 ≤ Ai . (5)

Link Capacity Constraint. For simplicity, we assume that
fixed modulation and coding scheme (MCS) is used for each
data stream and that each data stream corresponds to one unit
data rate. Denote r(f) as the rate of session f ∈ F . Then, for
each link l ∈ L, we have the following link capacity constraint:

f traversing l∑
f∈F

r(f) ≤ 1

T

T∑
t=1

z(l)(t) (l ∈ L). (6)

A. Problem Formulation
For the centralized problem formulation, we consider a

throughput optimization problem, with the objective of max-
imizing the minimum session rate rmin among all secondary
sessions. The optimization problem can be written as follows:

max rmin

s.t rmin ≤ r(f) (f ∈ F);
Half duplex constraints: (1);
Node ordering constraints: (2), (3);
SM and IC at secondary transmitters: (4);
SM and IC at secondary receivers: (5);
Link capacity constraints: (6).

The above formulation is in the form of mixed integer
nonlinear programming (MINLP), but can be reformulated
into a mixed integer linear programming (MILP) through
Reformulation-Linearization Technique(RLT) [3, Chapter 6].
However, a MILP problem is still NP-hard in general. The
goal of this paper is to design a distributed algorithm that can
offer competitive results to this problem.

III. A DISTRIBUTED SOLUTION

We propose an efficient distributed scheduling algorithm to
achieve transparent coexistence of the multi-hop secondary
network with the primary network. The main idea is to increase
the number of data streams for each link by 1 (by considering
all active links) during an iteration. For each link, we try to
increase the number of DoFs for SM on this link by 1 at both
the transmitter and the receiver. This increment is successful
only if the neighboring interference constraints are satisfied at
both transmit and receive nodes of this link. If this increment is
not successful for any link during an iteration, we will then try
to make a local adjustment of node ordering, with the goal of
freeing up some DoFs for SM/IC after the adjustment. Again,
a local node ordering adjustment is successful only if the DoF
constraints at each node are satisfied after the adjustment.
At any iteration when a local node ordering adjustment is
not successful (and thus the number of data streams on the
associated link cannot be further increased), our algorithm
terminates.

A. Step 1: Choosing a Link

The goal of this step is to choose each active link during
an iteration (for data stream increment). If a link is traversed
by multiple sessions, it is necessary to represent the link
multiple times to ensure that each session is considered for
data stream increment. There are many ways to achieve this.
In our solution, we propose to employ the so-called distributed
ranking algorithm by Zaks [10]. This algorithm was designed
to solve the problem of sorting and ranking n processors in
a distributed system. The input is an initial value for each
processor (not necessarily distinct). The output is a ranking of
all n processors.



To apply the distributed ranking algorithm, we need to
assign an initial value for each link. This value will be
randomly generated and maintained by the transmitter of the
link. After applying the distributed ranking algorithm, the
transmitter of each link will maintain this link’s rank.

After each link obtains its rank, it will know precisely
which time slot it will be chosen for data stream increment.
Specifically, for link l with rank(l), it will be chosen in the
[kL+rank(l)]-th time slot,1 where k = 0, 1, 2, · · · , and L is
the total number of active secondary links.

B. Step 2: Data Stream Increment

Once a link is chosen (in Step 1), we attempt to increase
one data stream (for SM) on the selected link, while satisfying
IC and transparency to the primary network. We first present
the data structure that is maintained at each secondary node.
Then we present the necessary conditions under which one
more data stream can be added on the link in a time slot.
Finally, we describe how to update state information on the
nodes that are involved in this increment.
State Information In our algorithm, a secondary node
maintains the following state information:

• si(t): The status of node i in time slot t, i.e., si(t) = Tx,
Rx or Idle represents that node i is a transmitter, receiver
or idle in time slot t.

• ωi(t): A list that represents a local ordering of nodes
within node i’s interference range (including node i).

• Bi(t): The set of nodes that are before node i in ωi(t) in
time slot t.

• Yi(t): The set of nodes that are after node i in ωi(t) in
time slot t.

• λSM
i (t): The number of DoFs that node i has allocated

for SM in time slot t.
• λIC

i (t): The number of DoFs that node i has allocated
for IC in time slot t.

• λRM
i (t): The number of remaining DoFs at node i ∈ S

in time slot t, i.e., λRM
i (t) = Ai − λSM

i (t)− λIC
i (t).

• α̃i(t): The total number of data streams transmitted by
those primary transmitters that may interfere with node
i’s reception in time slot t, i.e., α̃i(t) =

∑
p∈Ĩi

∑
l̃∈L̃Out

p

z̃(l̃)(t)

.
• β̃i(t): The total number of data streams received by those

primary receivers that are within node i’s interference
range in time slot t, i.e., β̃i(t) =

∑
p∈Ĩi

∑
l̃∈L̃In

p

z̃(l̃)(t).

• αi(t): The total number of data streams transmit-
ted by those secondary transmitters that may interfere
with node i’s reception in time slot t, i.e., αi(t) =∑
j∈Ii

Rx(k) ̸=i∑
k∈LOut

j

z(k)(t).

• βi(t): The total number of data streams received by those
secondary receivers that are within node i’s interference

1This time slot refers to scheduling in a control channel, which is different
from scheduling for data transmission in the data channel.

Fig. 2. Four cases of link status.

range in time slot t, i.e., βi(t) =
∑
j∈Ii

Tx(k) ̸=i∑
k∈LIn

j

z(k)(t).

• zi,j(t): The number of data streams transmitted from
node i to node j.

During the initialization stage, each node is set to Idle, i.e.,
si(t) =Idle for i ∈ S, t = 1, 2, · · · , T . The initial list ωi(t) is
set to ∅ for i ∈ S, indicating that a local ordering of nodes is
null. As a result, Bi(t) = ∅ and Yi(t) = ∅ for i ∈ S . Since
the initial DoF allocation for SM and IC at each node is 0, we
have λSM

i (t) = λIC
i (t) = 0, λRM(t) = Ai and zi,j(t) = 0 for

i, j ∈ S, t = 1, 2, · · · , T . α̃i(t) and β̃i(t) are constants and are
calculated based on active sessions in the primary network.
On the other hand, the initial values for αi(t) and βi(t) are
0. Except that α̃i(t) and β̃i(t) are constants, the values for
si(t), ωi(t),Bi(t),Yi(t), λ

SM
i (t), λIC

i (t), λRM(t), zi,j(t), αi(t)
and βi(t) are variables and will be updated during each
iteration of the algorithm.
Sufficient Conditions for Data Stream Increment. We
now discuss when the number of data streams on a chosen
link can be incremented by 1 in a given time slot. Suppose
link (i, j) is the link. Then both nodes i and j first check
their current status (“Tx”, “Rx”, or “Idle”). Some cases can be
clearly ruled out for consideration, i.e., si(t) = Rx or sj(t) =
Tx. In this case, link (i, j) cannot be considered for data stream
increment in t and we move to the next time slot (t + 1)
immediately. Otherwise, if link (i, j) is suitable for stream
increment, there are four possible states as shown in Figure 2.
The sufficient conditions for data stream increment on link
(i, j) are as follows:
Case (a): si(t) = Idle and sj(t) = Idle.

• si(t) = Idle: Since node i is idle, its local ordering
list ωi(t) is empty. We need to establish a new ωi(t).
But the local ordering of node i’s active neighboring
nodes are not yet established. To get around this issue,
we can consider putting node i either as the first or the
last node in ωi(t), by treating the relative ordering of the
other nodes in ωi(t) as a blackbox (i.e., without explicit
knowledge of its details).

– If node i is at the beginning of ωi(t), then the
following two conditions must be satisfied: (i) the
total number of DoFs at node i should be greater
than the total number of data streams received by its
neighboring primary receivers, i.e., Ai > β̃i(t), (ii)
all secondary receivers that are after node i in ωi(t)
must have at least one remaining DoF to cancel one
more interference stream from node i.

– If node i is at the end of ωi(t), the following
condition must be satisfied: the total number of DoFs



at node i is more than the sum of data streams
received by both neighboring primary and secondary
receivers, i.e., Ai > β̃i(t) + βi(t).

• sj(t) = Idle: Similar to node i, we consider putting
receive node j either as the first or the last node in ωj(t)
by treating the relative ordering of the other nodes in
ωj(t) as a blackbox. The sufficient conditions for j as
the first or the last node are similar as i, we omit its
discussion here.

If the conditions for si(t) = Idle and sj(t) = Idle are
both satisfied, we proceed with this increment and update
state information at nodes i and j and their neighboring nodes
according to Figure 3 and Figure 4.

State update at idle node i and neighboring receiver k
1. If si(t) = Idle:
2. Update si(t) = Tx; λSM

i (t)← λSM
i (t) + 1;

λRM
i (t)← λRM

i (t)− 1; zi,j(t)← zi,j(t) + 1.
3. If node i is put at the beginning of ωi(t):
4. Yi(t)← {Neighboring active secondary receivers.}
5. Update λIC

i (t)← β̃i(t);λ
RM
i (t)← λRM

i (t)− λIC
i (t);

6. For each receive node k ∈ Yi(t):
7. Bk(t)← Bk(t) ∪ {i}; λIC

k (t)← λIC
k (t) + 1;

λRM
k (t)← λRM

k (t)− 1.
8. Else if node i is put at the end of ωi(t):
9. Bi(t)← {Neighboring active secondary receivers.}
10. Update λIC

i (t)← β̃i(t) + βi(t);
λRM(t)← λRM(t)− λIC

i (t).
11. For each node k ∈ Bi(t):
12. Yk(t) = Yk(t) ∪ {i}.

Fig. 3. Pseudocode to update state information when si(t) = Idle.

State update at idle node j and neighboring transmitter k
1. If sj(t) = Idle:
2. Update sj(t) = Rx; λSM

j (t)← λSM
j (t) + 1;

λRM
j (t)← λRM

j (t)− 1; zi,j(t)← zi,j(t) + 1.
3. If node j is put at the beginning of ωj(t):
4. Yj(t)← {Neighboring active secondary transmitters.}
5. Update λIC

j (t)← β̃j(t);λ
RM
j (t)← λRM

j (t)− λIC
j (t)

6. For each transmit node k ∈ Yj(t):
7. Bk(t)← Bk(t) ∪ {j}; λIC

k (t) = λIC
k (t) + 1;

λRM
k (t) = λRM

k (t)− 1.
8. Else if node j is put at the end of ωj(t):
9. Bj(t)← {Neighboring active secondary transmitters.}
10. Update λIC

j (t)← α̃j(t) + αj(t);
λRM(t)← λRM

j (t)− λIC
j (t).

11. For each k ∈ Bj(t):
12. Yk(t)← Yk(t) ∪ {j}.

Fig. 4. Pseudocode to update state information when sj(t) = Idle.

Case (b): si(t) = Tx and sj(t) = Idle.
• si(t) = Tx : In this case, the following conditions must

be satisfied if node i wants to increase one more data
stream on link (i, j): (i) node i has at least one remaining
DoF for SM, i.e., λRM

i (t) ≥ 1; (ii) each receive node k
in ωi(t) that is after node i, i.e., k ∈ Yi(t), has at least
one remaining DoF to cancel the new interference from
node i.

• sj(t) = Idle : This case has been discussed in Case (a).
If the conditions for si(t) = Tx and sj(t) = Idle are

both satisfied, we proceed with this increment and update
state information at nodes i, j and their neighboring nodes
according to Figure 5 and Figure 4.

State update at transmit node i and neighboring receiver k
1. If si(t) = Tx:
2. Update λSM

i (t)← λSM
i (t) + 1; λRM

i (t)← λRM
i (t)− 1;

zi,j(t) = zi,j(t) + 1.
3. For each receive node k ∈ Yi(t):
4. Update λIC

k (t)← λIC
k (t) + 1;λRM

k (t)← λRM
k (t)− 1.

Fig. 5. Pseudocode to update state information when si(t) = Tx.

Case (c): si(t) = Idle and sj(t) = Rx.
• si(t) = Idle: This case has been discussed in Case (a).
• sj(t) = Rx: In this case, the following conditions must

be satisfied if node j wants to increase one more data
stream on link (i, j): (i) node j has at least one remaining
DoF for SM, i.e., λRM

j (t) ≥ 1; (ii) each transmit node k
in ωj(t) that is after node j, i.e., k ∈ Yj(t) has at least
one remaining DoF to cancel its interference to node j.

If the conditions for si(t) = Idle and sj(t) = Rx are
both satisfied, we proceed with this increment and update
state information at nodes i, j and their neighboring nodes
according to Figure 3 and Figure 6.

State update at receive node j and neighboring transmitter k
1. If sj(t) = Rx:
2. Update λSM

j (t)← λSM
j (t) + 1; λRM

j (t)← λRM
j (t)− 1;

zi,j(t) = zi,j(t) + 1.
3. For each transmit node k ∈ Yj(t):
4. Update λIC

k (t)← λIC
k (t) + 1;λRM

k (t)← λRM
k (t)− 1.

Fig. 6. Pseudocode to update state information when sj(t) = Rx.

Case (d): si(t) = Tx and sj(t) = Rx. The case for si(t) =
Tx has been discussed in Case (b) and sj(t) = Rx has been
discussed in Case (c).

If the conditions for si(t) = Tx and sj(t) = Rx are
both satisfied, we proceed with this increment and update
state information at nodes i, j and their neighboring nodes
according to Figure 5 and Figure 6.

Recall that there are T time slots in a time frame. If the
data stream increment operation described above fails in the
first time slot, we try it again in the second time slot and so
forth, until a data stream increment is successful in a time slot
or fails after all T time slots.

C. Step 3: Adjusting Local Node Ordering

If the sufficient conditions at either node i or node j cannot
be satisfied, we move on to this step. The only reason why
link (i, j) fails to increase one data stream in step 2 is the
lack of DoF resources at some nodes. Since the local ordering
of a node directly affects the node’s DoF consumption for IC
(see (4) and (5)), we will try to adjust a node’s local ordering
and thus change its DoF consumption for IC. This can be
done by swapping the position of the bottleneck node with



some other node ahead of itself in the local node ordering,
thereby transferring the IC responsibility from itself to the
other node. Since some new DoF resources for the bottleneck
become available, a new data stream increment on link (i, j)
may be possible.

The main idea of this step is as follows. For each time slot t,
we identify the set of bottleneck nodes (denoted as D(i,j)(t)),
which do not have enough remaining DoF resources should
one more data stream is added onto link (i, j). For each node
k ∈ D(i,j)(t), we perform local ordering adjustment for k
by swapping its position with some other node before k in
its local node ordering. To ensure feasibility, only a subset
of nodes (denoted as B̄k(t)), B̄k(t) ⊆ Bk(t), is eligible for
swapping with k. After identifying B̄k(t) for k, we consider
nodes in B̄k(t) in the order of non-increasing remaining DoFs,
i.e., starting with the one that has the maximum remaining
DoF (denoted as node a) after it is swapped with node k. If
this swap is infeasible, then local node ordering adjustment
fails in this time slot and we move on to the next time
slot. Otherwise, we swap k and a and update their state
information. In its new position, if a new data stream can be
added on link (i, j), we are done. Otherwise, we continue by
considering swapping k with the next node in B̄k(t) that has
the maximum remaining DoF (denoted as node b) following
the same process. The algorithm terminates upon a new data
stream can be successfully added on link (i, j) or all nodes in
D(i,j)(t) are considered for all time slots in a frame.

IV. SIMULATION RESULTS

We present simulation results to demonstrate the perfor-
mance of the proposed distributed algorithm. Since the cen-
tralized problem formulation is MILP, which is NP-hard in
general, we cannot obtain the optimal solution for comparison.
Instead, we will compare the performance of our algorithm to
an upper bound of the objective for the centralized problem.
Such an upper bound can be obtained by running CPLEX for
a given termination time (e.g., 8 hours in our study). Such
a comparison approach is very conservation. This is because
the optimal objective value (not obtainable) to the centralized
problem lies between the upper bound and the feasible solution
obtained by our distributed algorithm. Therefore, if the feasible
solution from our distributed algorithm is close to the upper
bound by CPLEX, then we can claim that our solution
(objective) is even closer to the optimal objective and thus
is competitive.

We consider a secondary CR network co-locates with a
primary network within an area of 100× 100. For generality,
we normalize the units for distance, bandwidth, and data
rate with appropriate dimensions. Each node (both primary
and secondary) is randomly deployed inside the 100 × 100
area. The primary nodes are traditional single-antenna node
while the secondary nodes are equipped with MIMO, with
four antennas on each node. We assume that each node’s
transmission range and interference range are 30 and 50,
respectively. We assume a time frame is divided into T = 10
time slots.

We show results for one network instance, with 20 primary
nodes and 30 secondary nodes. The locations of each node
are shown in Figure 7.We assume there are three primary
sessions and four secondary sessions, with each session’s
source and destination nodes shown in this figure. We assume
that minimum-hop routing is used for each primary and
secondary session. Figure 7 shows the routing in primary and
secondary network (where the solid arrows represent primary
links and the dashed arrows represent the secondary links).
Scheduling for the primary and secondary links is also given
in this figure, where numbers in the box represents the time
slots used by either a primary or secondary link. Note that
scheduling for the primary links is decided by the primary
network, while scheduling for each secondary link is found
by our distributed algorithm.
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Fig. 7. Routing for each session and scheduling on each link for both primary
and secondary networks. The numbers in the box next to a link show the time
slots when the link is active.

The objective value obtained from our distributed algorithm
is 0.6 (in less than a second computation time). On the other
hand, the upper bound obtained by CPLEX is 0.7 (with a cut-
off time of 8 hours). As discussed, since the optimal solution
lies between 0.6 and 0.7, our objective value (0.6) should be
very close to the unknown optimal.

To show the transparent coexistence between primary and
secondary networks, we focus on one time slot, say 6. Figure 8
shows the set of active links in time slot 6 for both networks. In
this time slot, transparent coexistence is achieved on secondary
links S28 → S17, S13 → S24, S30 → S12, S3 → S1, S4 → S11

and S4 → S5 We first consider inter-network IC:
• For secondary link S28 → S17, its interference to P9 on

primary link P4 → P9 is canceled by S28 with 1 DoF,
while the interference from P4 and P1 to S17 is canceled
by S17, each with 1 DoF.

• For secondary links S3 → S1, S30 → S12, S13 →
S24, S4 → S11 and S4 → S5, the interference from their
transmitters (S3, S30, S13, S4) to receiver P8 on primary
link P1 → P8 is canceled by S3, S30, S13 and S4, each
with 1 DoF. The interference from P1 to S12 and S24 is



canceled by S12 and S24 with 1 DoF, respectively, and
the interference from P4 to S11 is canceled by S11 with
1 DoF.

For intra-network IC within the secondary network, our
solution shows that:

• S11 is canceling interference from S3 and S4, each with
1 DoF.

• S5 is canceling interference from S3 and S4, each with
1 DoF.

• The interference from S4 to S1 is canceled by S1 with 1
DoF.

• The interference from S3 to S12 is canceled by S12 with
1 DoF.

• The interference from S13 to S12 is canceled by S13 with
2 DoFs.

• The interference from S30 to S1 and S11 is canceled by
S30, each with 1 DoF.

The details of DoF allocation for SM and IC at each
active secondary node in time slot 6 are shown in Table I. In
this table, the second and third columns represent the set of
secondary nodes that are before and after this node in its local
ordered list, respectively. The fourth column represents the
number of DoFs allocated for SM. The fifth column represents
the number of DoFs that are allocated for IC to/from primary
network. The last column represents the number of DoFs
allocated for IC for the set of secondary nodes before itself in
the local ordered list within the secondary network.
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Fig. 8. Active links in time slot 6 in both primary and secondary networks.

V. CONCLUSIONS

Transparent coexistence paradigm is attracting attention as it
offers much improved performance than traditional interweave
paradigm. In this paper, we studied how to design a distributed
optimization algorithm to achieve transparent coexistence for
multi-hop primary and secondary networks. By employing
MIMO at each secondary node for IC, we showed that a
distributed algorithm can be designed to ensure inter-network
interference is canceled by the secondary nodes while unde-
sirable intra-network interference can be canceled within the

TABLE I
DOF ALLOCATION FOR SM AND IC AT EACH ACTIVE SECONDARY NODE

IN TIME SLOT 6.

Node i Bi(t) Yi(t)
DoF IC to/from DoF for IC within

for SM primary secondary network
1 {S4} {S30} 1 0 2
3 {S5, S11, S12} 1 1 0
4 {S1, S11} 2 1 0
5 {S3, S4} 1 0 2

11 {S3, S4} {S30} 1 1 2
12 {S3} {S13} 2 1 1
13 {S12} 1 1 2
17 1 2 0
24 1 1 0
28 1 1 0
30 {S1, S11} 1 1 2

secondary network. We showed that each step in the distributed
algorithm can be accomplished through local computation
based on information exchange among the neighboring nodes.
Through simulation study and comparing our results to an
upper bound result, we conclude that the distributed algorithm
offers competitive throughput performance when achieving
transparent coexistence.
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