IEEE TRANSACTIONS ON PARALLEL AND DISTRIBUTED SYSTEMS, VOL.23, NO. 8, AUGUST 2012

1467

Enabling Secure and Efficient Ranked Keyword
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Abstract—Cloud computing economically enables the paradigm of data service outsourcing. However, to protect data privacy,
sensitive cloud data have to be encrypted before outsourced to the commercial public cloud, which makes effective data utilization
service a very challenging task. Although traditional searchable encryption techniques allow users to securely search over encrypted
data through keywords, they support only Boolean search and are not yet sufficient to meet the effective data utilization need that is
inherently demanded by large number of users and huge amount of data files in cloud. In this paper, we define and solve the problem of
secure ranked keyword search over encrypted cloud data. Ranked search greatly enhances system usability by enabling search result
relevance ranking instead of sending undifferentiated results, and further ensures the file retrieval accuracy. Specifically, we explore
the statistical measure approach, i.e., relevance score, from information retrieval to build a secure searchable index, and develop a
one-to-many order-preserving mapping technique to properly protect those sensitive score information. The resulting design is able to
facilitate efficient server-side ranking without losing keyword privacy. Thorough analysis shows that our proposed solution enjoys “as-
strong-as-possible” security guarantee compared to previous searchable encryption schemes, while correctly realizing the goal of
ranked keyword search. Extensive experimental results demonstrate the efficiency of the proposed solution.

Index Terms—Ranked search, searchable encryption, order-preserving mapping, confidential data, cloud computing.

1 INTRODUCTION

CLOUD Computing is the long dreamed vision of
computing as a utility, where cloud customers can
remotely store their data into the cloud so as to enjoy the
on-demand high-quality applications and services from a
shared pool of configurable computing resources [2]. The
benefits brought by this new computing model include but
are not limited to: relief of the burden for storage manage-
ment, universal data access with independent geographical
locations, and avoidance of capital expenditure on hard-
ware, software, and personnel maintenances, etc., [3].

As Cloud Computing becomes prevalent, more and
more sensitive information are being centralized into the
cloud, such as e-mails, personal health records, company
finance data, and government documents, etc. The fact that
data owners and cloud server are no longer in the same
trusted domain may put the outsourced unencrypted data
at risk [4], [33]: the cloud server may leak data information
to unauthorized entities [5] or even be hacked [6]. It follows
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that sensitive data have to be encrypted prior to outsourcing
for data privacy and combating unsolicited accesses.
However, data encryption makes effective data utilization
a very challenging task given that there could be a large
amount of outsourced data files. Besides, in Cloud
Computing, data owners may share their outsourced data
with a large number of users, who might want to only
retrieve certain specific data files they are interested in
during a given session. One of the most popular ways to do
so is through keyword-based search. Such keyword search
technique allows users to selectively retrieve files of interest
and has been widely applied in plaintext search scenarios
[7]. Unfortunately, data encryption, which restricts user’s
ability to perform keyword search and further demands the
protection of keyword privacy, makes the traditional
plaintext search methods fail for encrypted cloud data.
Although traditional searchable encryption schemes
(e.g., [8], [9], [10], [11], [12], to list a few) allow a user to
securely search over encrypted data through keywords
without first decrypting it, these techniques support only
conventional Boolean keyword search,! without capturing
any relevance of the files in the search result. When directly
applied in large collaborative data outsourcing cloud
environment, they may suffer from the following two main
drawbacks. On the one hand, for each search request, users
without preknowledge of the encrypted cloud data have to
go through every retrieved file in order to find ones most
matching their interest, which demands possibly large
amount of postprocessing overhead; On the other hand,
invariably sending back all files solely based on presence/
absence of the keyword further incurs large unnecessary

1. In the existing symmetric key-based searchable encryption schemes,
the support of disjunctive Boolean operation (OR) on multiple keywords
searches still remains an open problem.
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network traffic, which is absolutely undesirable in today’s
pay-as-you-use cloud paradigm. In short, lacking of
effective mechanisms to ensure the file retrieval accuracy
is a significant drawback of existing searchable encryption
schemes in the context of Cloud Computing. Nonetheless,
the state of the art in information retrieval (IR) community
has already been utilizing various scoring mechanisms [13]
to quantify and rank order the relevance of files in response
to any given search query. Although the importance of
ranked search has received attention for a long history in
the context of plaintext searching by IR community,
surprisingly, it is still being overlooked and remains to be
addressed in the context of encrypted data search.

Therefore, how to enable a searchable encryption system
with support of secure ranked search is the problem tackled
in this paper. Our work is among the first few ones to
explore ranked search over encrypted data in Cloud
Computing. Ranked search greatly enhances system usabil-
ity by returning the matching files in a ranked order
regarding to certain relevance criteria (e.g., keyword
frequency), thus making one step closer toward practical
deployment of privacy-preserving data hosting services in
the context of Cloud Computing. To achieve our design
goals on both system security and usability, we propose to
bring together the advance of both crypto and IR commu-
nity to design the ranked searchable symmetric encryption
(RSSE) scheme, in the spirit of “as-strong-as-possible”
security guarantee. Specifically, we explore the statistical
measure approach from IR and text mining to embed
weight information (i.e., relevance score) of each file during
the establishment of searchable index before outsourcing
the encrypted file collection. As directly outsourcing
relevance scores will leak lots of sensitive frequency
information against the keyword privacy, we then integrate
a recent crypto primitive [14] order-preserving symmetric
encryption (OPSE) and properly modify it to develop a one-
to-many order-preserving mapping technique for our
purpose to protect those sensitive weight information,
while providing efficient ranked search functionalities.
Our contribution can be summarized as follows:

1. For the first time, we define the problem of secure
ranked keyword search over encrypted cloud data,
and provide such an effective protocol, which fulfills
the secure ranked search functionality with little
relevance score information leakage against key-
word privacy.

2. Thorough security analysis shows that our ranked
searchable symmetric encryption scheme indeed
enjoys “as-strong-as-possible” security guarantee
compared to previous searchable symmetric encryp-
tion (SSE) schemes.

3. We investigate the practical considerations and
enhancements of our ranked search mechanism,
including the efficient support of relevance score
dynamics, the authentication of ranked search
results, and the reversibility of our proposed one-
to-many order-preserving mapping technique.

4. Extensive experimental results demonstrate the
effectiveness and efficiency of the proposed solution.

The rest of the paper is organized as follows: Section 2

gives the system and threat model, our design goals,
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Fig. 1. Architecture for search over encrypted cloud data.

notations, and preliminaries. Then, we provide the frame-
work, definitions, and basic scheme in Section 3, followed
by Section 4, which gives the detailed description of our
ranked searchable symmetric encryption system. Section 5
gives the security analysis. Section 6 studies further
enhancements and practical considerations, followed by
Section 7 on performance evaluations. Related work for
both searchable encryption and secure result ranking is
discussed in Section 8. Finally, Section 9 gives the
concluding remark of the whole paper.

2 PROBLEM STATEMENT

2.1 The System and Threat Model

We consider an encrypted cloud data hosting service
involving three different entities, as illustrated in Fig. 1:
data owner, data user, and cloud server. Data owner has a
collection of n data files C = (I}, Fh, ..., F,,) that he wants to
outsource on the cloud server in encrypted form while still
keeping the capability to search through them for effective
data utilization reasons. To do so, before outsourcing, data
owner will first build a secure searchable index 7 from a set
of m distinct keywords W = (wy,ws, ..., wny) extracted?
from the file collection C, and store both the index Z and the
encrypted file collection C on the cloud server.

We assume the authorization between the data owner
and users is appropriately done. To search the file collection
for a given keyword w, an authorized user generates and
submits a search request in a secret form—a trapdoor T, of
the keyword w—to the cloud server. Upon receiving the
search request T, the cloud server is responsible to search
the index Z and return the corresponding set of files to the
user. We consider the secure ranked keyword search
problem as follows: the search result should be returned
according to certain ranked relevance criteria (e.g., keyword
frequency-based scores, as will be introduced shortly), to
improve file retrieval accuracy for users without prior
knowledge on the file collection C. However, cloud server
should learn nothing or little about the relevance criteria as
they exhibit significant sensitive information against key-
word privacy. To reduce bandwidth, the user may send an
optional value k along with the trapdoor 7T, and cloud
server only sends back the top-k most relevant files to the
user’s interested keyword w.

We primarily consider an “honest-but-curious” server in
our model, which is consistent with most of the previous
searchable encryption schemes. We assume the cloud server
acts in an “honest” fashion and correctly follows the

2. To reduce the size of index, a list of standard IR techniques can be
adopted, including case folding, stemming, and stop words, etc. We omit
this process of keyword extraction and refinement and refer readers to [7]
for more details.
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designated protocol specification, but is “curious” to infer
and analyze the message flow received during the protocol
so as to learn additional information. In other words, the
cloud server has no intention to actively modify the
message flow or disrupt any other kind of services.
However, in some unexpected events, the cloud server
may behave beyond the “honest-but-curious” model. We
specifically deal with this scenario in Section 6.2.

2.2 Design Goals

To enable ranked searchable symmetric encryption for
effective utilization of outsourced and encrypted cloud data
under the aforementioned model, our system design should
achieve the following security and performance guarantee.
Specifically, we have the following goals: 1) Ranked
keyword search: to explore different mechanisms for
designing effective ranked search schemes based on the
existing searchable encryption framework; 2) Security
guarantee: to prevent cloud server from learning the
plaintext of either the data files or the searched keywords,
and achieve the “as-strong-as-possible” security strength
compared to existing searchable encryption schemes;
3) Efficiency: above goals should be achieved with mini-
mum communication and computation overhead.

2.3 Notation and Preliminaries

e (C—the file collection to be outsourced, denoted as a
set of n data files C = (Fy, Fs, ..., F,).

e  W—the distinct keywords extracted from file collec-
tion C, denoted as a set of m words W = (wy,
Wy .oy W)

e id(F};)—the identifier of file F; that can help uniquely

locate the actual file.

o T—the index built from the file collection, including

a set of posting lists {Z(w;)}, as introduced below.

e T, —the trapdoor generated by a user as a search

request of keyword w;.
e  F(w;)—the set of identifiers of files in C that contain
keyword w;.

e N,—the number of files containing the keyword w;

and N!‘ = |f(wz)|

We now introduce some necessary information retrieval
background for our proposed scheme:

Inverted index. In information retrieval, inverted index
(also referred to as postings file) is a widely used indexing
structure that stores a list of mappings from keywords to the
corresponding set of files that contain this keyword, allowing
full text search [13]. For ranked search purposes, the task of
determining which files are most relevant is typically done
by assigning a numerical score, which can be precomputed,
to each file based on some ranking function introduced
below. One example posting list of an index is shown in
Table 1. We will use this inverted index structure to give our
basic ranked searchable symmetric encryption construction.

Ranking function. In information retrieval, a ranking
function is used to calculate relevance scores of matching
files to a given search request. The most widely used
statistical measurement for evaluating relevance score in the
information retrieval community uses the TF x IDF rule,
where term frequency (TF) is simply the number of times a
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TABLE 1
An Example Posting List of the Inverted Index
Word | w;
Fﬂe ID F’il F’iz F;;3 F’iNv
Relevance Score | 6.52 | 2.29 | 1342 | 4.76 | 13.80

given term or keyword (we will use them interchangeably
hereafter) appears within a file (to measure the importance
of the term within the particular file), and inverse document
frequency (IDF) is obtained by dividing the number of files
in the whole collection by the number of files containing the
term (to measure the overall importance of the term within
the whole collection). Among several hundred variations of
the TF x IDF weighting scheme, no single combination of
them outperforms any of the others universally [15]. Thus,
without loss of generality, we choose an example formula
that is commonly used and widely seen in the literature (see
[7, Ch. 4]) for the relevance score calculation in the following
presentation. Its definition is as follows:

1 N
Score(Q, Fy) = ;@ (14 1n far) -ln(l +E) (1)

Here, @ denotes the searched keywords; f;; denotes the TF
of term ¢ in file Fy; f; denotes the number of files that
contain term ¢; N denotes the total number of files in the
collection; and |Fy| is the length of file Fj, obtained by
counting the number of indexed terms, functioning as the
normalization factor.

3 THE DEFINITIONS AND BASIC SCHEME

In the introduction, we have motivated the ranked keyword
search over encrypted data to achieve economies of scale for
Cloud Computing. In this section, we start from the review
of existing searchable symmetric encryption schemes and
provide the definitions and framework for our proposed
ranked searchable symmetric encryption. Note that by
following the same security guarantee of existing SSE, it
would be very inefficient to support ranked search
functionality over encrypted data, as demonstrated in our
basic scheme. The discussion of its demerits will lead to our
proposed scheme.

3.1 Background on Searchable Symmetric

Encryption
Searchable encryption allows data owner to outsource his
data in an encrypted manner while maintaining the
selectively search capability over the encrypted data.
Generally, searchable encryption can be achieved in its full
functionality using an oblivious RAMs [16]. Although
hiding everything during the search from a malicious
server (including access pattern), utilizing oblivious RAM
usually brings the cost of logarithmic number of interac-
tions between the user and the server for each search
request. Thus, in order to achieve more efficient solutions,
almost all the existing works on searchable encryption
literature resort to the weakened security guarantee, i.e.,
revealing the access pattern and search pattern but nothing
else. Here, access pattern refers to the outcome of the search
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result, i.e., which files have been retrieved. The search
pattern includes the equality pattern among the two search
requests (whether two searches were performed for the
same keyword), and any information derived thereafter
from this statement. We refer readers to [12] for the
thorough discussion on SSE definitions.

Having a correct intuition on the security guarantee of
existing SSE literature is very important for us to define our
ranked searchable symmetric encryption problem. As later,
we will show that following the exactly same security
guarantee of existing SSE scheme, it would be very
inefficient to achieve ranked keyword search, which
motivates us to further weaken the security guarantee of
existing SSE appropriately (leak the relative relevance order
but not the relevance score) and realize an “as-strong-as-
possible” ranked searchable symmetric encryption. Actu-
ally, this notion has been employed by cryptographers in
many recent work [14], [17] where efficiency is preferred
over security.

3.2 Definitions and Framework of RSSE System

We follow the similar framework of previously proposed
searchable symmetric encryption schemes [12] and adapt
the framework for our ranked searchable encryption
system. A ranked searchable encryption scheme consists
of four algorithms (KeyGen, BuildIndex, TrapdoorGen,
SearchIndex). Our ranked searchable encryption system
can be constructed from these four algorithms in two
phases, Setup and Retrieval:

e Setup. The data owner initializes the public and
secret parameters of the system by executing Key-
Gen, and pre-processes the data file collection C by
using BuildIndex to generate the searchable index
from the unique words extracted from C. The owner
then encrypts the data file collection C, and publishes
the index including the keyword frequency-based
relevance scores in some encrypted form, together
with the encrypted collection C to the Cloud. As part
of Setup phase, the data owner also needs to
distribute the necessary secret parameters (in our
case, the trapdoor generation key) to a group of
authorized users by employing off-the-shelf public
key cryptography or more efficient primitive such as
broadcast encryption.

e Retrieval. The user uses TrapdoorGen to gen-
erate a secure trapdoor corresponding to his inter-
ested keyword, and submits it to the cloud server.
Upon receiving the trapdoor, the cloud server will
derive a list of matched file IDs and their corre-
sponding encrypted relevance scores by searching
the index via SearchIndex. The matched files
should be sent back in a ranked sequence based on
the relevance scores. However, the server should
learn nothing or little beyond the order of the
relevance scores.

Note that as an initial attempt to investigate the secure
ranked searchable encryption system, in this paper we
focus on single keyword search. In this case, the IDF factor
in (1) is always constant with regard to the given searched
keyword. Thus, search results can be accurately ranked
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based only on the term frequency and file length informa-
tion contained within the single file using

Score(t, Fy) = 1 (1 +1n fue). (2)
|Fal ’
Data owner can keep a record of these two values and
precalculate the relevance score, which introduces little
overhead regarding to the index building. We will demon-
strate this via experiments in the performance evaluation
Section 7.

3.3 The Basic Scheme

Before giving our main result, we first start with a
straightforward yet ideal scheme, where the security of
our ranked searchable encryption is the same as previous
SSE schemes, i.e., the user gets the ranked results without
letting cloud server learn any additional information more
than the access pattern and search pattern. However, this is
achieved with the tradeoff of efficiency: namely, either
should the user wait for two round-trip time for each
search request, or he may even lose the capability to
perform top-k retrieval, resulting the unnecessary commu-
nication overhead. We believe the analysis of these
demerits will lead to our main result. Note that the basic
scheme we discuss here is tightly pertained to recent work
[12], though our focus is on secure result ranking. Actually,
it can be considered as the most simplified version of
searchable symmetric encryption that satisfies the non-
adaptive security definition of [12].

Basic scheme. Let k,¢,¢',p be security parameters that
will be used in Keygen (). Let £ be a semantically secure
symmetric encryption algorithm: &:{0,1}" x {0,1}" —
{0,1}". Let v be the maximum number of files containing
some keyword w; € W for i =1,...,m, ie, v =max]" | N;,.
This value does not need to be known in advance for the
instantiation of the scheme. Also, let f be a pseudorandom
function and 7 be a collision resistant hash function with the
following parameters:

o f:{0,1}"x{0,1}* = {0,1}

o 7:{0,1}" % {0,1}* — {0,1}? where p > logm.
In practice, () will be instantiated by off-the-shelf hash
functions like SHA-1, in which case p is 160 bits.

In the Setup phase

1. The data owner initiates the scheme by calling
KeyGen (1%,1/,1,17), generates random keys z,
y & {0, 1}k, PP {0, 1}6, and outputs K = {z,y,
2,141, 17},

2. The data owner then builds a secure inverted index
from the file collection C by calling BuildIndex
(K,C). The details are given in Table 2. The ¢
padding 0's indicate the valid posting entry.

In the Retrieval phase

1. For an interested keyword w, the user generates a
trapdoor T =(m(w),f, (w)) by calling
TrapdoorGen(w).

2. Upon receiving the trapdoor T, the server calls
SearchIndex(Z, T,): first locates the matching list of
the index via 7, (w), uses f,(w) to decrypt the entries,
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TABLE 2
The Details of BuildIndex(-) for Basic Scheme

BuildIndex (K,C)
1. Initialization:

2. Build posting list:
i) for each w; € W
o for 1 < j < |F(w;)l:
a) calculate the score for file Fj;

3. Secure the index Z:

i) for each Z(w;) where 1 <1i < m

e replace w; with 7, (w;);
4. Output 7.

i) scan C and extract the distinct words W = (w1, w2, ...

according to equation 2, denoted as S;; ;
b) compute & (S;;), and store it with Fj;’s identifier (id(F;;)||€.(S;;)) in the posting list Z(w;);

e encrypt all N; entries with ¢/ padding 0's, <OZ/||id(Fij)HSZ (Sij)), with key fy(w;), where 1 < j <w.
e set remaining v — N; entries, if any, to random values of the same size as the existing N; entries of Z(w;).

, W) from C. For each w; € W, build F(w;);

and then sends back the corresponding files accord-
ing to F(w), together with their associated encrypted
relevance scores.

3. User decrypts the relevance scores via key z and gets

the ranked search results.

Discussion. The above scheme clearly satisfies the
security guarantee of SSE, i.e., only the access pattern and
search pattern are leaked. However, the ranking is done on
the user side, which may bring in huge post processing
overhead. Moreover, sending back all the files consumes
large undesirable bandwidth. One possible way to reduce
the communication overhead is that server first sends back
all the valid entries (id(F;;)||£.(S;;)), where 1 < j < N;. User
then decrypts the relevance score and sends cloud server
another request to retrieve the most relevant files (top-k
retrieval) by the rank-ordered decrypted scores. As the size
of valid entries (id(F};)||€.(S;;)) is far less than the
corresponding files, significant amount of bandwidth is
expected to be saved, as long as user does not retrieve all
the matching files. However, the most obvious disadvan-
tage is the two round-trip time for each search request of
every user. Also note that in this way, server still learns
nothing about the value of relevance scores, but it knows
the requested files are more relevant than the unrequested
ones, which inevitably leaks more information than the
access pattern and search pattern.

4 EFFICIENT RANKED SEARCHABLE SYMMETRIC
ENCRYPTION SCHEME

The above straightforward approach demonstrates the core
problem that causes the inefficiency of ranked searchable
encryption. That is how to let server quickly perform the
ranking without actually knowing the relevance scores. To
effectively support ranked search over encrypted file
collection, we now resort to the newly developed crypto-
graphic primitive—order preserving symmetric encryption
[14] to achieve more practical performance. Note that by
resorting to OPSE, our security guarantee of RSSE is
inherently weakened compared to SSE, as we now let
server know the relevance order. However, this is the
information we want to trade off for efficient RSSE, as

discussed in previous Section 3. We will first briefly discuss
the primitive of OPSE and its pros and cons. Then, we show
how we can adapt it to suit our purpose for ranked
searchable encryption with an “as-strong-as-possible” se-
curity guarantee. Finally, we demonstrate how to choose
different scheme parameters via concrete examples.

4.1 Using Order Preserving Symmetric Encryption

The OPSE is a deterministic encryption scheme where the
numerical ordering of the plaintexts gets preserved by the
encryption function. Boldyreva et al. [14] gives the first
cryptographic study of OPSE primitive and provides a
construction that is provably secure under the security
framework of pseudorandom function or pseudorandom
permutation. Namely, considering that any order-preser-
ving function ¢(-) from domain D = {1,..., M} to range
R ={1,...,N} can be uniquely defined by a combination
of M out of N ordered items, an OPSE is then said to be
secure if and only if an adversary has to perform a brute
force search over all the possible combinations of M out of
N to break the encryption scheme. If the security level is
chosen to be 80 bits, then it is suggested to choose M =
N/2 > 80 so that the total number of combinations will be
greater than 2%. Their construction is based on an
uncovered relationship between a random order-preserving
function (which meets the above security notion) and the
hypergeometric probability distribution, which will later be
denoted as HGD. We refer readers to [14] for more details
about OPSE and its security definition.

At the first glance, by changing the relevance score
encryption from the standard indistinguishable symmetric
encryption scheme to this OPSE, it seems to follow directly
that efficient relevance score ranking can be achieved just
like in the plaintext domain. However, as pointed out
earlier, the OPSE is a deterministic encryption scheme. This
inherent deterministic property, if not treated appropri-
ately, will still leak a lot of information as any deterministic
encryption scheme will do. One such information leakage is
the plaintext distribution. Take Fig. 2, for example, which
shows a skewed relevance score distribution of keyword
“network,” sampled from 1,000 files of our test collection.
For easy exposition, we encode the actual score into
128 levels in domain from 1 to 128. Due to the deterministic
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Fig. 2. An example of relevance score distribution.

property, if we use OPSE directly over these sampled
relevance scores, the resulting ciphertext shall share exactly
the same distribution as the relevance score in Fig. 2. On the
other hand, previous research works [18], [22] have shown
that the score distribution can be seen as keyword specific.
Specifically, in [22], the authors have shown that the TF
distribution of certain keywords from the Enron e-mail
corpus® can be very peaky, and thus result in significant
information leak for the corresponding keyword. In [18], the
authors further point out that the TF distribution of the
keyword in a given file collection usually follows a power
law distribution, regardless of the popularity of the key-
word. Their results on a few test file collections show that
not only different keywords can be differentiated by the
slope and value range of their TF distribution, but even the
normalized TF distributions, i.e., the original score distribu-
tions (see (2)), can be keyword specific. Thus, with certain
background information on the file collection, such as
knowing it contains only technical research papers, the
adversary may be able to reverse engineer the keyword
“network” directly from the encrypted score distribution
without actually breaking the trapdoor construction, nor
does the adversary need to break the OPSE.

4.2 One-to-Many Order-Preserving Mapping

Therefore, we have to modify the OPSE to suit our purpose.
In order to reduce the amount of information leakage from
the deterministic property, an one-to-many OPSE scheme is
thus desired, which can flatten or obfuscate the original
relevance score distribution, increase its randomness, and
still preserve the plaintext order. To do so, we first briefly
review the encryption process of original deterministic
OPSE, where a plaintext m in domain D is always mapped
to the same random-sized nonoverlapping interval bucket
in range R, determined by a keyed binary search over the
range R and the result of a random HGD sampling
function. A ciphertext c is then chosen within the bucket
by using m as the seed for some random selection function.

Our one-to-many order-preserving mapping employs the
random plaintext-to-bucket mapping of OPSE, but incorpo-
rates the unique file IDs together with the plaintext m as the
random seed in the final ciphertext chosen process. Due to
the use of unique file ID as part of random selection seed, the
same plaintext m will no longer be deterministically assigned

3. http:/ /www.cs.cmu.edu/~enron/.
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to the same ciphertext ¢, but instead a random value within
the randomly assigned bucket in range R. The whole process
is shown in Algorithm 1, adapted from [14]. Here,
TapeGen(-) is a random coin generator and HYGEINV(-) is
the efficient function implemented in Matlab as our instance
for the HGD(-) sampling function. The correctness of our
one-to-many order-preserving mapping follows directly
from the Algorithm 1. Note that our rational is to use the
OPSE block cipher as a tool for different application
scenarios and achieve better security, which is suggested
by and consistent with [14]. Now, if we denote OPM as our
one-to-many order-preserving mapping function with para-
meter: OPM : {0,1}" x {0,1}"*P — {0,1}"¢/® our pro-
posed RSSE scheme can be described as follows:
In the Setup phase

1. The data owner calls KeyGen(l’;, 14,17,17|D|, |R|),
generates random keys z,y, z «<— {0,1}", and out-
puts K= {fL’, Y,z 147 1[/3 1p, |D|7 |R‘}

2. The data owner calls BuildIndex (K,C) to build
the inverted index of collection C, and uses
OPM;, (1, (+) instead of £(-) to encrypt the scores.

In the Retrieval phase

1. The user generates and sends a trapdoor 7T, =
(me(w), fy(w)) for an interested keyword w. Upon
receiving the trapdoor T, the cloud server first
locates the matching entries of the index via m,(w),
and then uses f,(w) to decrypt the entry. These are
the same with basic approach.

2. The cloud server now sees the file identifiers
(id(Fi;)) (suppose w = w; and thus j € {1,...,N;})
and their associated order-preserved encrypted
scores: OP M, (4,)(Si)-

3. The server then fetches the files and sends back them
in a ranked sequence according to the encrypted
relevance scores {OPM; ,,)(Si)}, or sends top-k
most relevant files if the optional value £ is provided.

Algorithm 1. One-to-Many Order-Preserving
Mapping-OPM
1: procedure OPMg (D, R, m,id(F'))
2 while |D|! =1 do
3 {D, R} < BinarySearch(X, D, R, m);
4:  end while
5. coin L TapeGen(K, (D, R, 1||m,id(F)));
6: <R
7 return ¢;
8: end procedure

\©

: procedure BinarySearch(K,D, R, m);

10: M« |D|; N — |R|;

11: d — min(D) — 1; r — min(R) — 1;

122 y—r+[N/2];

13: coin <2 TapeGen(K, (D, R,0]ly));

14: 2<% d+ HYGEINV(coin, M, N,y — r);
15: if m < z then

16: D—{d+1,...,z};
17 R—{r+1,....y}
18: else
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19: D—{z+1,...,d+ M}
20: R—{y+1,....r+N};
21: end if

22:  return {D,R};

23: end procedure

Discussion. With the help of order-preserving mapping,
now the server can accordingly rank the files as efficiently
as for the unencrypted score. The reason that we use
different keys (f.(w;)) to encrypt the relevance score for
different posting lists is to make the one-to-many mapping
more indistinguishable. Therefore, the same relevance
score appearing in different lists of the index Z will be
mapped to different “bucket” in R. Combining this with
our one-to-many mapping will randomize the encrypted
values from an overall point of view. Thus, we can further
mitigate the useful information revealed to the cloud
server, who may be consistently interested at the statistical
analysis on the encrypted numeric value to infer the
underlying information.

4.3 Choosing Range Size of R

We have highlighted our idea, but there still needs some care
for implementation. Our purpose is to discard the peaky
distribution of the plaintext domain as much as possible
during the mapping, so as to eliminate the predictability of
the keyword specific score distribution on the domain D.
Clearly, according to our random one-to-many order-
preserving mapping (Algorithm 1 line 6), the larger size
the range R is set, the less peaky feature will be preserved.
However, the range size |R| cannot be arbitrarily large as it
may slow down the efficiency of HGD function. Here, we
use the min-entropy as our tool to find the size of range R.

In information theory, the min-entropy of a discrete
random variable X is defined as:

Hoo(X) = —log(max,Pr[X = a]).

The higher H.(X) is, the more difficult the X can be
predicted. We say X has high min-entropy if H.(X) €
w(log k) [17], where k is the bit length used to denote all the
possible states of X. Note that one possible choice of Hy (X)
is (logk)® where ¢ > 1. Based on this high min-entropy
requirement as a guideline, we aim to find appropriate size
of the range R, which not only helps discard the peaky
feature of the plaintext score distribution after score
encryption, but also maintains within relatively small size
so as to ensure the order-preserving mapping efficiency.

Let max denote the maximum possible number of score
duplicates within the index Z, and let A denote the average
number of scores to be mapped within each posting list
T (w;). Without loss of generality, welet D = {1,..., M} and
thus |D| = M. Then, based on above high min-entropy
requirement, we can find the least possible |R| satisfying
the following equation:

5log M+12
maz/(|R| -3 ) (los(los 21
< 9—(log(log|R))* 3
. < 3)
Here, we use the result of [14] that the total recursive calls of
HGD sampling during an OPSE operation is a function
belonging to O(log M), and is atmost 5log M + 12 on average,

10 ‘ ‘ ‘
. —— RHS of equation 4
s . ~~. - = = LHS of equation 4
S using 5-logM e O(log M) |
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Fig. 3. Size selection of range R, given max/\ = 0.06, M = 128, and
¢=1.1. The LHS and RHS denote the corresponding side of the (4).
Two example choices of O(log M) to replace 5log M + 12 in (4) are also
included.

which is the expected number of times the range R will be cut
into half during the function call of BinarySearch(-). We also
assume that the one-to-many mapping is truly random
(Algorithm 1 line 5-6). Therefore, the numerator of left-hand
side of the above equation is indeed the expected largest
number of duplicates after mapping. Dividing the numerator
by A, we have on the left-hand side the expected largest
probability of a plaintext score mapped to a given encrypted
value in range R. If we denote the range size |R| in bits, i.e.,
k =log|R|, we can rewrite the above inequation as

. 95log M+12 . 5 .
max - 2 _ mazx M < 9-(logh)" (4)
2k X 2k-12.0 X

With the established index Z, it is easy to determine the
appropriate range size |R/|.

Following the same example of keyword “network” in
Fig. 2, where max /A = 0.06 (i.e., the max score duplicates is
60 and the average length of the posting list is 1,000), one
can determine the ciphertext range size |R| = 2%°, when the
relevance score domain is encoded as 128 different levels
and c is set to be 1.1, as indicated in Fig. 3. Note that smaller
size of range |R| is possible, when we replace the upper
bound 5log M + 12 by other relatively “loose” function of
M belonging to O(log M), e.g., 5log M or 4log M. Fig. 3
shows that the range |R| size can be further reduced to 234,
or 227, respectively. In Section 7, we provide detailed
experimental results and analysis on the performance and
effectiveness of these different parameter selections.

5 SECURITY ANALYSIS

We evaluate the security of the proposed scheme by
analyzing its fulfillment of the security guarantee described
in Section 2. Namely, the cloud server should not learn the
plaintext of either the data files or the searched keywords.
We start from the security analysis of our one-to-many
order-preserving mapping. Then, we analyze the security
strength of the combination of one-to-many order-preser-
ving mapping and SSE.

5.1 Security Analysis for One-to-Many Mapping

Our one-to-many order-preserving mapping is adapted
from the original OPSE, by introducing the file ID as the
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additional seed in the final ciphertext chosen process. Since
such adaptation only functions at the final ciphertext
selection process, it has nothing to do with the randomized
plaintext-to-bucket mapping process in the original OPSE.
In other words, the only effect of introducing file ID as the
new seed is to make multiple plaintext duplicates m’s no
longer deterministically mapped to the same ciphertext c,
but instead mapped to multiple random values within the
assigned bucket in range R. This helps flatten the
ciphertext distribution to some extent after mapping.
However, such a generic adaptation alone only works well
when the number of plaintext duplicates are not large. In
case there are many duplicates of plaintext m, its
corresponding ciphertext distribution after mapping may
still exhibit certain skewness or peaky feature of the
plaintext distribution, due to the relative small size of
assigned bucket selected from range R.

This is why we propose to appropriately enlarge R in
Section 4.3. Note that in the original OPSE, size R is
determined just to ensure the number of different
combinations between D and R is larger than 2%. But
from a practical perspective, properly enlarging R in our
one-to-many case further aims to ensure the low duplicates
(with high probability) on the ciphertext range after
mapping. This inherently increases the difficulty for
adversary to tell precisely which points in the range R
belong to the same score in the domain D, making the
order-preserving mapping as strong as possible. Note that
one disadvantage of our scheme, compared to the original
OPSE, is that fixing the range size R requires preknow-
ledge on the percentage of maximum duplicates among all
the plaintexts (i.e., maz/X in (3)). However, such extra
requirement can be easily met in our scenario when
building the searchable index.

5.2 Security Analysis for Ranked Keyword Search

Compared to the original SSE, the new scheme embeds the
encrypted relevance scores in the searchable index in
addition to file ID. Thus, the encrypted scores are the only
additional information that the adversary can utilize against
the security guarantee, i.e., keyword privacy and file
confidentiality. Due to the security strength of the file
encryption scheme, the file content is clearly well protected.
Thus, we only need to focus on keyword privacy.

From previous discussion, we know that as long as data
owner properly chooses the range size R sufficiently large,
the encrypted scores in the searchable index will only be a
sequence of order-preserved numeric values with very low
duplicates. Though adversary may learn partial information
from the duplicates (e.g., ciphertext duplicates may indicate
very high corresponding plaintext duplicates), the fully
randomized score-to-bucket assignment (inherited from
OPSE) and the highly flattened one-to-many mapping still
makes it difficult for the adversary to predict the original
plaintext score distribution, let alone reverse engineer the
keywords. Also note that we use different order-preserving
encryption keys for different posting lists, which further
reduces the information leakage from an overall point of
view. Thus, the keyword privacy is also well preserved in
our scheme.
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6 FURTHER ENHANCEMENTS AND INVESTIGATIONS

Above discussions have shown how to achieve an efficient
RSSE system. In this section, we give further study on how
to make the RSSE system more readily deployable in
practice. We start with some practical considerations on the
index update and show how our mechanism can gracefully
handle the case of score dynamics without introducing
recomputation overhead on data owners. For enhanced
quality of service assurance, we next study how the RSSE
system can support ranked search result authentication.
Finally, we uncover the reversible property of our one-to-
many order-preserving mapping, which may find indepen-
dent use in other interesting application scenarios.

6.1 Supporting Score Dynamics

In Cloud Computing, outsourced file collection might not
only be accessed but also updated frequently for various
application purposes (see [19], [20], [21], for example).
Hence, supporting the score dynamics in the searchable
index for an RSSE system, which is reflected from the
corresponding file collection updates, is thus of practical
importance. Here, we consider score dynamics as adding
newly encrypted scores for newly created files, or modify-
ing old encrypted scores for modification of existing files in
the file collection. Ideally, given a posting list in the inverted
index, the encryption of all these newly changed scores
should be incorporated directly without affecting the order
of all other previously encrypted scores, and we show that
our proposed one-to-many order-preserving mapping does
exactly that. Note that we do not consider file deletion
scenarios because it is not hard to infer that deleting any file
and its score does not affect the ranking orders of the
remaining files in the searchable index.

This graceful property of supporting score dynamics is
inherited from the original OPSE scheme, even though we
made some adaptations in the mapping process. This can be
observed from the BinarySearch(-) procedure in Algorithm 1,
where the same score will always be mapped to the same
random-sized nonoverlapping bucket, given the same
encryption key and the same parameters of the plaintext
domain D and ciphertext range R. Because the buckets
themselves are nonoverlapping, the newly changed scores
indeed do not affect previously mapped values. Thus, with
this property, the data owner can avoid the recomputation of
the whole score encryption for all the file collection, but
instead just handle those changed scores whenever neces-
sary. Note that the scores chosen from the same bucket are
treated as ties and their order can be set arbitrarily.

Supporting score dynamics is also the reason why we do
not use the naive approach for RSSE, where data owner
arranges file IDs in the posting list according to relevance
score before outsourcing. As whenever the file collection
changes, the whole process, including the score calculation,
would need to be repeated, rendering it impractical in case
of frequent file collection updates. In fact, supporting score
dynamics will save quite a lot of computation overhead
during the index update, and can be considered as a
significant advantage compared to the related work [18],
[22], as will be discussed in Section 8.
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6.2 Authenticating Ranked Search Result

In practice, cloud servers may sometimes behave beyond
the semihonest model. This can happen either because
cloud server intentionally wants to do so for saving cost
when handling large number of search requests, or there
may be software bugs, or internal/external attacks. Thus,
enabling a search result authentication mechanism that can
detect such unexpected behaviors of cloud server is also of
practical interest and worth further investigation.

To authenticate a ranked search result (or Top-k
retrieval), one need to ensure: 1) the retrieved results are
the most relevant ones; 2) the relevance sequence among the
results are not disrupted. To achieve this two authentication
requirements, we propose to utilize the one way hash chain
technique, which can be added directly on top of the
previous RSSE design. Let H(-) denote some cryptographic
one-way hash function, such as SHA-1. Our mechanism
requires one more secret value u in the Setup phase to be
generated and shared between data owner and users. The
details go as follows:

In the Setup phase

1. When data owner calls BuildIndex(k,C), he picks
an initial seed s) = f,(w;) for each posting list of
keyword w; € W. Then, he sorts the posting list
based on the encrypted scores.

2. Suppose id(Fj),id(Fis),...,id(F},) denotes the or-
dered sequence of file identifiers based on the
encrypted relevance scores. The data owner gener-
ates a hash chain

Hy = H(id(Fy)||sy), Hy =
H,, = H(d(F,)[|H,_,).

H(d(Fp)| Hy), -,

3. For each corresponding entry (0°|[id(F};)||€.(S)),
0 < j < v, in the posting list of keyword w;, the data
owner inserts the corresponding hash value of the
hash chain and gets (0°[[id(F};)|| H}|[£.(S;;)). All other
operations, like entry encryption and entry permuta-
tion remain the same as previous RSSE scheme.

In the Retrieval phase

1.  Whenever the cloud server is transmitting back top-
k most relevant files, the corresponding k hash
values embedded in the posting list entries should
also be sent back as a correctness proof.

2. The user simply generates the initial seed s{ = f,(w;)
and verifies the received portion of the hash chain
accordingly.

Discussion. It is easy to see that the secret seed shared
between data owner and user ensures the authentication
requirement 1, while the one-way property of hash chain
guarantees the authentication requirement 2. The hash chain
itself is a lightweight technique, which can be easily
incorporated in our RSSE system with negligible computa-
tion/performance overhead on both data owner and users.
The only tradeoff for achieving this high quality of data
search assurance is the storage overhead on cloud, due to the
augmented size of posting list. But we believe this should be
easily acceptable because of the cheap storage cost today.

1475

6.3 Reversing One-to-Many Order-Preserving
Mapping

For any order-preserving mapping process, being reversible
is very useful in many practical situations, especially when
the underlying plaintext values need to be modified or
utilized for further computation purposes. While OPSE,
designed as a block cipher, by default has this property, it is
not yet clear whether our one-to-many order-preserving
mapping can be reversible too. In the following, we give a
positive answer to this question.

Again, the reversibility of the proposed one-to-many
order-preserving mapping can be observed from the
BinarySearch(-) procedure in Algorithm 1. The intuition is
that the plaintext-to-bucket mapping process of OPSE is
reversible. Namely, as long as the ciphertext is chosen from
the certain bucket, one can always find through the
BinarySearch(-) procedure to uniquely identify the plaintext
value, thus making the mapping reversible. For complete-
ness, we give the details in Algorithm 2, which again we
acknowledge that is adapted from [14]. The corresponding
reversed mapping performance is reported in Section 7.2.

Algorithm 2. Reversing One-to-many Order-preserving
Mapping-ROPM

1: procedure OPMg (D, R,c,id(F))

2 while |D|! =1 do

3 {D, R} « BinarySearch(KX,D, R, c);

4 end while

5. m « min(D);

6:  coin L TapeGen(K, (D, R, 1||m,id(F)));
7 w R;

8 if w = ¢ then return m;

9 end if

0: return L;

1: end procedure

12: procedure BinarySearch(K,D,R,c);

132 M« |D|; N «— |R|;

14: d— min(D) — 1; r — min(R) — 1;

15: y—r+[N/2];

16: coin - TapeGen(K, (D, R,0]y));

170 <% d+HYGEINV(coin, M, N,y — 1);
18: if ¢ <y then

19: D—{d+1,...,z};

20: R—{r+1,...,y}

21: else

22: D—{x+1,...,d+ M};
23: R—{y+1,...,r+N};
24: end if

25: return {D,R};
26: end procedure

7 PERFORMANCE ANALYSIS

We conducted a thorough experimental evaluation of the
proposed techniques on real data set: Request for comments
(RFC) database [23]. At the time of writing, the RFC
database contains 5,563 plain text entries and totals about
277 MB. This file set contains a large number of technical
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Fig. 4. Demonstration of effectiveness for one-to-many order-preserving
mapping. The mapping is derived with the same relevance score set of
keyword “network,” but encrypted with two different random keys.

keywords, many of which are unique to the files in which
they are discussed. Our experiment is conducted using C
programming language on a Linux machine with dual Intel
Xeon CPU running at 3.0 GHz. Algorithms use both openssl
and MATLAB libraries. The performance of our scheme is
evaluated regarding the effectiveness and efficiency of our
proposed one-to-many order-preserving mapping, as well
as the overall performance of our RSSE scheme, including
the cost of index construction as well as the time necessary
for searches. Note that though we use a single server in the
experiment, in practice we can separately store the search-
able index and the file collections on different virtualized
service nodes in the commercial public cloud, such as the
Amazon EC2 and Amazon S3, respectively. In that way,
even if data owners choose to store their file collection in
different geographic locations for increased availability, the
underlying search mechanism, which always takes place
based on the searchable index, will not be affected at all.

7.1 Effectiveness of One-to-Many Order Preserving

Mapping
As indicated in Section 4.2, applying the proposed one-to-
many mapping will further randomize the distribution of
the encrypted values, which mitigates the chances of reverse
engineering the keywords by adversary. Fig. 4 demonstrates
the effectiveness of our proposed scheme, where we choose
|R| = 2. The two figures show the value distribution after
one-to-many mapping with as input the same relevance
score set of keyword “network,” but encrypted with two
different random keys. Note that due to our safe choice of R
(see Section 4.3) and the relative small number of total scores
per posting list (up to 1,000), we do not have any duplicates
after one-to-many order-preserving score mapping. How-
ever, for easy comparison purposes, the distribution in Fig. 4
is obtained with putting encrypted values into 128 equally
spaced containers, as we do for the original score. Compared
to previous Fig. 2, where the distribution of raw score is
highly skewed, it can be seen that we indeed obtain two
differently randomized value distribution. This is due to
both the randomized score-to-bucket assignment inherited
from the OPSE, and the one-to-many mapping. The former
allows the same score mapped to different random-sized
nonoverlapping bucket, while the latter further obfuscates
the score-to-ciphertext mapping accordingly. This confirms
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Fig. 5. The time cost of single one-to-many order-preserving mapping
operation, with regarding to different choice of parameters: the domain
size of relevance score M and the range size of encrypted score |R|.

with our security analysis that the exposure of frequency
information to the adversaries (the server in our case),
utilized to reverse engineer the keyword, can be further
minimized.

7.2 Efficiency of One-to-Many Order-Preserving
Mapping
As shown in Section 4.3, the efficiency of our proposed one-
to-many order-preserving mapping is determined by both
the size of score domain M and the range R. M affects how
many rounds (O(log M)) the procedure BinarySearch(-) or
HGD(-) should be called. Meanwhile, M together with R
both impact the time consumption for individual HGD(:)
cost. That’s why the time cost of single one-to-many
mapping order-preserving operation goes up faster than
logarithmic, as M increases. Fig. 5 gives the efficiency
measurement of our proposed scheme. The result repre-
sents the mean of 100 trials. Note that even for large range
R, the time cost of one successful mapping is still finished
in 200 milliseconds, when M is set to be our choice 128.
Specifically, for |R|=2%, the time cost is less than
70 milliseconds. This is far more efficient than the order-
preserving approach used in [18], [22], where [22] needs to
keep lots of metadata to prebuild many different buckets on
the data owner side, and [18] requires the presampling and
training of the relevance scores to be outsourced. However,
our approach only needs the pregeneration of random keys.
As shown in Section 6.3, our one-to-many order-
preserving mapping is in fact a reversible process. For
completeness, the corresponding reverse mapping perfor-
mance results are reported in Fig. 6. Compared to Fig. 5, the
reverse mapping process is almost as fast as the original
mapping process. This can be explained from the Algo-
rithms 1 and 2 of the two approaches. Namely, for the same
prefixed system parameters, both processes share the same
number of recursive calls for the BinarySearch(-) procedure,
thus resulting the similar performance.

7.3 Performance of Overall RSSE System

7.3.1 Index Construction

To allow for ranked keyword search, an ordinary inverted
index attaches a relevance score to each posting entry. Our
approach replaces the original scores with the ones after



WANG ET AL.: ENABLING SECURE AND EFFICIENT RANKED KEYWORD SEARCH OVER OUTSOURCED CLOUD DATA

- - |R|=230 :>
0.4H 0 o
- *-|R|=2
035 |R|=250 o
— P 60| o 14
T osfl P IRI=2 R
c
8 oz5)
8 >
o 02 S
IS B
= o5t L
LmmzzkT -
0.1 __.::_—"" 1
_.__-=F="'"
0.05fg ="~

60 8‘0 160 12‘0 11‘10 1éO 1&‘_’10 260 2é0 2210 260
Domain size of relevance score M

Fig. 6. The time cost of single reverse one-to-many order-preserving
mapping operation, with regarding to different choice of parameters:
the domain size of relevance score M and the range size of encrypted
score [R].

one-to-many order-preserving mapping. Specifically, it only
introduces the mapping operation cost, additional bits to
represent the encrypted scores, and overall entry encryption
cost, compared to the original inverted index construction.
Thus, we only list in Table 3 our index construction
performance for a collection of 1,000 RFC files. The index
size and construction time listed were both perkeyword,
meaning the posting list construction varies from one
keyword to another. This was chosen as it removes the
differences of various keyword set construction choices,
allowing for a clean analysis of just the overall performance
of the system. Note that the additional bits of encrypted
scores is not a main issue due to the cheap storage cost on
nowadays cloud servers.

Our experiment shows the total per list building time is
5.44 s, while the raw-index only consumes 2.31 s on average.
Here, the raw-index construction corresponds to the steps 1
and 2 of the BuildIndex Algorithm in Table 2, which
includes the plaintext score calculations and the inverted
index construction but without considering security. To have
a better understanding of the extra overhead introduced by
RSSE, we also conducted an experiment for the basic
searchable encryption scheme that supports only single
keyword-based Boolean search. The implementation is
based on the algorithm in Table 2, excluding the score
calculations and the corresponding score encryptions. Build-
ing such a searchable index for secure Boolean search costs
1.88 s per posting list. In both comparisons, we conclude that
the score encryption via proposed one-to-many order-
preserving mapping is the dominant factor for index
construction time, which costs about 70 ms per valid entries
in the posting list. However, given that the index construc-
tion is the one-time cost before outsourcing and the enabled
secure server side ranking functionality significantly im-
proves subsequent file retrieval accuracy and efficiency, we
consider the overhead introduced is reasonably acceptable.

TABLE 3
Per Keyword Index Construction Overhead for 1,000 RFC Files

Per list build time ‘

‘ Number of files
5.44s |

\ 1000

Per keyword list size
12.414 KB
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Fig. 7. The time cost for top-k retrieval.

Please note that our current implementation is not fully
optimized. Further improvement on the implementation
efficiency can be expected and is one of our important future
work.

7.3.2 Efficiency of Search

The search time includes fetching the posting list in the
index, decrypting, and rank ordering each entries. Our
focus is on top-k retrieval. As the encrypted scores are order
preserved, server can process the top-k retrieval almost as
fast as in the plaintext domain. Note that the server does not
have to traverse every posting list for each given trapdoor,
but instead uses a tree-based data structure to fetch the
corresponding list. Therefore, the overall search time cost is
almost as efficient as on unencrypted data. Fig. 7 list our
search time cost against the value of k increases, for the
same index constructed above.

8 RELATED WORK

Searchable encryption. Traditional searchable encryption
[8], [9], [10], [11], [12], [24], [25] has been widely studied as a
cryptographic primitive, with a focus on security definition
formalizations and efficiency improvements. Song et al. [8]
first introduced the notion of searchable encryption. They
proposed a scheme in the symmetric key setting, where
each word in the file is encrypted independently under a
special two-layered encryption construction. Thus, a
searching overhead is linear to the whole file collection
length. Goh [9] developed a Bloom filter-based per-file
index, reducing the workload for each search request
proportional to the number of files in the collection. Chang
and Mitzenmacher [11] also developed a similar per-file
index scheme. To further enhance search efficiency,
Curtmola et al. [12] proposed a per-keyword-based
approach, where a single encrypted hash table index is
built for the entire file collection, with each entry consisting
of the trapdoor of a keyword and an encrypted set of related
file identifiers. Searchable encryption has also been con-
sidered in the public-key setting. Boneh et al. [10] presented
the first public-key-based searchable encryption scheme,
with an analogous scenario to that of [8]. In their
construction, anyone with the public key can write to the
data stored on the server but only authorized users with the
private key can search. As an attempt to enrich query
predicates, conjunctive keyword search over encrypted data
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have also been proposed in [26], [27], [28]. Aiming at
tolerance of both minor typos and format inconsistencies in
the user search input, fuzzy keyword search over encrypted
cloud data has been proposed by Li et al. in [29]. Very
recently, a privacy-assured similarity search mechanism
over outsourced cloud data has been explored by Wang et
al. in [34]. Note that all these schemes support only Boolean
keyword search, and none of them support the ranked
search problem which we are focusing on in this paper.

Following our research on secure ranked search over
encrypted data, very recently, Cao et al. [30] propose a
privacy-preserving multikeyword ranked search scheme,
which extends our previous work in [1] with support of
multikeyword query. They choose the principle of “coordi-
nate matching,” i.e., as many matches as possible, to capture
the similarity between a multikeyword search query and data
documents, and later quantitatively formalize the principle
by a secure inner product computation mechanism. One
disadvantage of the scheme is that cloud server has to linearly
traverse the whole index of all the documents for each search
request, while ours is as efficient as existing SSE schemes with
only constant search cost on cloud server.

Secure top-k retrieval from Database Community [18],
[22] from database community are the most related work to
our proposed RSSE. The idea of uniformly distributing
posting elements using an order-preserving cryptographic
function was first discussed in [22]. However, the order-
preserving mapping function proposed in [22] does not
support score dynamics, i.e., any insertion and updates of the
scores in the index will result in the posting list completely
rebuilt. Zerr et al. [18] use a different order-preserving
mapping based on presampling and training of the relevance
scores to be outsourced, which is not as efficient as our
proposed schemes. Besides, when scores following different
distributions need to be inserted, their score transformation
function still needs to be rebuilt. On the contrary, in our
scheme the score dynamics can be gracefully handled, which
is an important benefit inherited from the original OPSE. This
can be observed from the BinarySearch(-) procedure in
Algorithm 1, where the same score will always be mapped
to the same random-sized nonoverlapping bucket, given the
same encryption key. In other words, the newly changed
scores will not affect previous mapped values. We note that
supporting score dynamics, which can save quite a lot of
computation overhead when file collection changes, is a
significant advantage in our scheme. Moreover, both works
above do not exhibit thorough security analysis which we do
in the paper.

Other related techniques. Allowing range queries over
encrypted data in the public key settings has been studied
in [31], [32], where advanced privacy-preserving schemes
were proposed to allow more sophisticated multiattribute
search over encrypted files while preserving the attributes’
privacy. Though these two schemes provide provably
strong security, they are generally not efficient in our
settings, as for a single search request, a full scan and
expensive computation over the whole encrypted scores
corresponding to the keyword posting list are required.
Moreover, the two schemes do not support the ordered
result listing on the server side. Thus, they cannot be
effectively utilized in our scheme since the user still does
not know which retrieved files would be the most relevant.
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Difference from conference version. Portions of the
work presented in this paper have previously appeared as
an extended abstract in [1]. We have revised the paper a lot
and improved many technical details as compared to [1].
The primary improvements are as follows: First, we
provide new Section 6.1 to study and address some
practical considerations of the RSSE design. Second,
we provide Section 6.2 to thoroughly study the result
completeness authentication. The mechanism design incur
negligible overhead on data users, and further enhances the
quality of data search service. Third, we extend our
previous result on order-preserving one-to-many mapping
and show in Section 6.3 that this mapping process is indeed
reversible, which can be very useful in many practical
applications. For completeness, we provide the correspond-
ing algorithm for the reverse mapping and also include its
performance results. Finally, the related work has been
substantially improved, which now faithfully reflects many
recent advancements on privacy-preserving search over
encrypted data.

9 CONCLUDING REMARKS

In this paper, as an initial attempt, we motivate and solve
the problem of supporting efficient ranked keyword search
for achieving effective utilization of remotely stored
encrypted data in Cloud Computing. We first give a basic
scheme and show that by following the same existing
searchable encryption framework, it is very inefficient to
achieve ranked search. We then appropriately weaken the
security guarantee, resort to the newly developed crypto
primitive OPSE, and derive an efficient one-to-many order-
preserving mapping function, which allows the effective
RSSE to be designed. We also investigate some further
enhancements of our ranked search mechanism, including
the efficient support of relevance score dynamics, the
authentication of ranked search results, and the reversibility
of our proposed one-to-many order-preserving mapping
technique. Through thorough security analysis, we show
that our proposed solution is secure and privacy preser-
ving, while correctly realizing the goal of ranked keyword
search. Extensive experimental results demonstrate the
efficiency of our solution.
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