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Abstract. In the upcoming evolution of the Internet of Things (IoT), it is antici-
pated that billions of devices will be connected to the Internet. Many of these de-
vices are capable of collecting information from individual users and their phys-
ical surroundings. They are also capable of taking smart actions, which are usu-
ally from a backend cloud server in the IoT system. While IoT promises a more
connected and smarter world, this pervasive large-scale data collection, storage,
sharing, and analysis raise many privacy concerns.

In the current IoT ecosystem, IoT service providers have full control of the col-
lected user data. While the original intended use of such data is primarily for
smart [oT system and device control, the data is often used for other purposes not
explicitly consented to by the users. We propose a novel user privacy protection
framework, PrivacyGuard, that aims to empower users with full privacy control
of their data. PrivacyGuard framework seamlessly integrates two new technolo-
gies, blockchain and trusted execution environment (TEE). By encoding data ac-
cess policy and usage as smart contracts, PrivacyGuard can allow data owners
to control who can have what access to their data, and be able to maintain a
trustworthy record of their data usage. Using remote attestation and TEE, Pri-
vacyGuard ensures that data is only used for the intended purposes approved by
the data owner. Our approach represents a significant departure from traditional
privacy protections which often rely on cryptography and pure software-based
secure computation techniques. Addressing the fundamental problem of data us-
age control, PrivacyGuard will become the cornerstone for free market of private
information.

1 Introduction

The emergence of the Internet of Things (IoT) is the result of rapid advancement in
technology in multiple fields. In the past two decades, we have witnessed an explosive
deployment of communications and networking technologies, especially wireless tech-
nologies. At the same time, mobile devices have transformed from limited embedded
systems to highly capable general purpose computing platforms. A variety of mobile
devices with increased capability and intelligence are being introduced at a speed of
approximately half a billion each year in recent years [1]. New life-changing mobile
apps are being introduced every day.

IoT promises a more connected and smarter world. However, as a wide variety
of things are increasingly embedded around us and more and more data about us are
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collected, shared, and analyzed, there is an increased concern on privacy. Individuals
share personal information with people or organizations within a particular community
for specific purposes. For example, individuals may share their medical status with
healthcare professionals, product preferences with retailers, and real-time whereabouts
with their loved ones. When information shared within one context is exposed in another
outside of the intended context, people may feel a sense of privacy violation [2]. This
contextual nature of privacy implies that privacy protection techniques need to address
at least two aspects: 1) what kind of information can be exposed to whom, under what
conditions; and 2) what is the “intended purpose” or “expected use” of this information.

Much research has been done to address the first privacy aspect. There has been a
large body of research work on data access control that aims to ensure that only autho-
rized data consumers can access private user data [3—11]. Another line of research is
data anonymization that tries to ensure if sensitive data needs to be published, it is pub-
lished anonymously, i.e. the personal identifiable information is removed from the data
and the linkability between the published data and individual users is carefully elim-
inated [12-16]. Only recently, there have been a few works that attempted to address
the second aspect of privacy, i.e., data used only for the intended purposes [17, 18]. In
fact, with the current practice, once an authorized user gains access to the data, how
this user would use the data, whether or not he/she would use the data for purposes not
consented by the user, or simply pass the data to another party (i.e., data monetization)
is up to this new “data owner.” Legal or regulatory measures may be taken to put some
constraints on this, but technical approaches that allow users to specify and enforce the
intended use of their data are lacking in general.

In this paper, we propose PrivacyGuard, a private data utilization framework, to
address this very challenging privacy problem in IoT — how to empower a data owner
in an IoT system to have full control over how his/her personal data is used. The data
owner should not only be able to control who can have what access to his/her data,
but also be ensured that the data is used only for the intended purposes. To realize the
envisioned functionality of PrivacyGuard, there are three key requirements.

— User shall be able to define his/her own data access policy concerning to whom she
will share the data at what time for what purpose and at what price. The framework
shall also support rich encoding of different data utilization conditions.

— There shall be strict enforcement on the data policy set forth by the data owner.
Each usage of the user data shall have a verified proof that it is compliant with the
policy and data content is well protected during the utilization.

— Each data usage shall be recorded on a platform that offers non-repudiation and
transparency.

In PrivacyGuard, users’ privacy policies are embedded as smart contracts on a
blockchain platform. In recent years, blockchain, the technology behind Bitcoin [19]
and Ethereum [20], has emerged as a popular technology for distributed public repos-
itory of data. Bitcoin [19], exploiting the blockchain as a public ledger to store cryp-
tocurrency exchanges (called transactions), is the first implementation of blockchain
technology. Other emerging platforms also using the blockchain are quickly gaining
popularity, such as Ethereum [20], HyperLedger [21], IOTA [22]. Smart contract, a
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program that runs on the blockchain and has its correct execution enforced by the con-
sensus protocol, has seen fast adoption and increased use in the Ethereum platform. In
PrivacyGuard, smart contracts are used to facilitate the transactions of private data uti-
lization on the private data market, providing access control, tamper-resistant record of
data utilization.

Smart contract provides a mechanism to ensure desired privacy protection at the
protocol level. However, when the program is running on a third party computer (such
as in the Cloud) which is not fully trusted by the data owner, the confidentiality of user
data as well as the faithful execution of the protocols can no longer be guaranteed. Pure
software-based approaches, such as homomorphic encryption and secure multi-party
computation, for secure computation in the cloud have been investigated extensively
in the past decade. However, the heavy overhead on generic constructions of secure
computation makes practical adoption infeasible with the current computing power.
We propose to take a different approach to support generic computation by developing
a system level security mechanism exploiting trusted platform such as the Intel SGX
enclave technology, which provides a hardware-enforced isolated secure execution en-
vironment. By processing data within the Intel SGX enclave, it is possible to ensure the
data confidentiality and enforce the intended data usage.

2 PrivacyGuard Overview: A Framework Enabling User Control
on IoT Data Usage

Things in IoT can take many different forms, from simple RFIDs attached to merchan-
dises, smart thermostats installed in the classrooms, to wearable medical devices on
patients and video cameras at home.

Some powerful devices, such as IP cameras and smart TVs, can connect directly
through the Internet to the backend application server in the cloud. Some other IoT
systems, such as Samsung smart things, make use of something like a smart hub to
orchestrate communications between heterogeneous things. However, in most cases, the
intelligence of the system is hosted at a cloud backend, therefore all the data generated
from the system is stored within the vendor cloud. Data collected by IoT devices could
be used directly by the vendor IoT applications. They could also be shared with other
services, including various big data analytics tasks.

The huge amount of data collected by IoT and the desire of broad information shar-
ing raise serious privacy concerns.

— Confidentiality Protection on User Data When data is generated under the current
paradigm, it is stored in the vendor’s cloud storage. The data is often stored in plain-
text, and the access control on user data relies on the vendor system. Even when
the data is stored in an encrypted storage, the user does not control the encryption
key. When the data is less sensitive such as video from a driveway camera, plain-
text storage might be acceptable. However, video from a camera in the bedroom
can contain sensitive private information and would require an appropriate level
of protection, and such data should not be exposed even to the service provider.
Therefore, user-controlled, rather than service provider-controlled, encryption/de-
cryption is fundamental in IoT data privacy.
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— Verifiable User-controlled Fine-grained Data Access Under the current paradigm,
once the data is uploaded to the vendor cloud, it belongs to the vendor under a ser-
vice agreement. A user could grant access to his data to someone. But there is no
way for the user to find out who actually accessed his private data, not to men-
tion for what purpose. Lack of transparency and verifiability on data access often
prompts users to choose the most restrictive data sharing agreement. This is evi-
dential in a recent study on data sharing practice among windows error reporting
users, where most people choose not to share data when they do not know how the
data may be used. A public service that keeps track of user data usage and makes it
auditable by data owners is therefore essential to not only protect user privacy but
also promote data sharing in the community.

— Provable Legal Binding on User Data Usage Service level agreements and legal
contracts are the only control over how data is stored, shared, and mined under the
current IoT ecosystem. As more and more devices are connected to the network,
we are witnessing an economic drive of intelligence collected from mining the
IoT data. On one hand, the intelligence reaped from mining IoT data could help
provide quality service, increase convenience, lower the cost of operation, etc. On
the other hand, misuse of such information could lead to injustices, such as a patient
being denied of health insurance due to a health condition inferred from his medical
IoT system. To realize the grand vision of a more connected and smarter world,
the capability to provide flexible and provable legal binding over the use of user
personal data is the utmost capability our society needs in the era of Internet of
Things.

2.1 PrivacyGuard Architecture

As shown in the left half of Figure 1, an IoT system can be divided into four lay-
ers based on the technical supports they provide. The lowest layer is the Thing/Device
layer, which is made up of various smart objects integrated with sensors and actuators.
This is the IoT system’s interface to the physical world. The sensors and actuators will
interact with their physical environment, allowing real-time information to be collected
and processed (mostly signal processing). Layer 2 is the Network layer which provides
interconnectivity of various wireless access technologies, and supports routing func-
tions. The highest is the Cloud layer, which is where the backend services/applications
reside. It is a data concentration point and where most of the data analytics happens.

Between the cloud layer and the network layer is what we call the Service Support
layer. This layer has more computation and storage capability and is capable of carry-
ing out some important information processing tasks, possible through data analytics.
From a security and privacy point of view, security control and device management,
process modeling and information flow control, such as data filtering, aggregation, can
all happen at this layer. The placement of this layer depends on the network architec-
ture of an IoT system. For a Cloud-based IoT system, the layer would be in the Cloud.
For an IoT system that adopts a Device-Gateway-Cloud architecture by leveraging edge
computing, this layer could be at the edge node.

Figure 1 shows the system architecture of the proposed PrivacyGuard framework.
Although we have been using the term users to refer to individuals or organizations
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Fig. 1. IoT System Architecture and Proposed PrivacyGuard Framework

who are using an IoT system, in what follows, we differentiate two roles that an IoT
user can take. We refer to the individual or organization that owns the IoT devices and
produces IoT data as data owner and the entity that needs to access and use IoT data as

data consumer.

Main Components There are three main components in the PrivacyGuard architecture.

— Blockchain: We employ an external blockchain (such as Ethereum) to enable an
accountable distributed data repository for publishing access policy and facilitating
data use recording. For data access control, a data owner can encode the terms
and conditions regarding the access to his/her personal data as a smart contract.
Data uses are recorded as transactions that interact with the smart contract. Here
the blockchain serves as a public, auditable, and irreversible data repository, thus
providing transparency of user policies as well as public verifiability of data usage.

— iDataAgent (an Enclave): iDataAgent is a trusted entity and is an instance of the
iDataAgent program running in a TEE. iDataAgent acts as a broker for user data.
Any data that goes in and out of the user data repository will go through iDataA-
gent. Private user data collected by the IoT devices will first be sent to the iDataA-
gent for processing. iDataAgent manages the keys for the data owner and the data
encryption/decryption for that user. Sensitive data will be encrypted by the iDataA-
gent before pushed to the cloud for storage. iDataAgent is also responsible to re-
motely attest the function execution enclave in the data consumer before passing

the data decryption key to it.
— Encrypted Storage: Private user data will always be encrypted when they are at
rest in the cloud. This will ensure data confidentiality at rest against the cloud ser-

vice provider.
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2.2 Workflow

In what follows we outline the workflow of the proposed PrivacyGuard. We separate the
workflow into three stages: data generation (encrypting user data), data access binding
generation (contract negotiation), and data utilization (contract execution).

— Data Generation and Key Management In this stage, user data is collected and
uploaded to the cloud storage. We propose to build a trusted entity, iDataAgent, at
the service support level using Intel SGX secure enclave technology. The frame-
work allows individual data owners to manage the keys used to encrypt/decrypt
their data before uploading to the cloud storage through iDataAgent. A straightfor-
ward solution to initialize the master secret between a data owner and his iDataA-
gent enclave is to bootstrap it when a data owner first signs up for the service.
Upon successful remote attestation of the iDataAgent enclave, the data owner can
transmit his secret key to iDataAgent through the secure channel established along
with the remote attestation. This key can then be used to derive data encryption/de-
cryption and integrity check keys for this user. When the user data is generated,
it is transmitted to iDataAgent instead of directly to the service provider such as
Samsung smart home cloud. iDataAgent encrypts user data using the derived keys
before pushing them to the cloud for storage. There are multiple ways to secure
the communications between user 10T devices and iDataAgent. To minimize the
changes necessary to the current IoT system implementation, we assume that the
IoT devices can be reconfigured to connect to iDataAgent rather than Samsung
Smart Home server, and rely on existing SSL/TLS implementations to establish the
secure channel.

— Policy Generation and Contract Negotiation Our framework allows a data owner
to define the access policy for the data he generated. The policy is encoded in a
smart contract and committed to the blockchain. A smart contract involves at least
the following information, Policy = [data type, data range, operation, consumer,
expiration, cost], where the “’intended use” of data of certain type, range is coded
as operation, which can be arbitrary computer programs attestable by iDataAgent.

— Data Utilization - Contract Execution Smart contract, by design, can only embed
some simple logics (functions) and the trustworthy execution of those functions is
enforced by the consensus protocol. The “intended use” of the data can be arbitrary
computer programs. Thus, it is impractical to embed them into a smart contract
and have their trustworthy execution results enforced by the consensus protocol.
In PrivacyGuard, we propose to use smart contract and blockchain for trustworthy
bookkeeping of user access policy, consumer data usage record, and secure pay-
ment transfer. We use the trusted entity iDataAgent to ensure that only programs
for the “approved use” can have access to the data and that the program will be
executed in a remotely attested separate TEE for contract execution.

When a data consumer app requests the use of the data, iDataAgent remotely attests
the contract execution environment and the function to be executed on data. Only
when both the environment is trustworthy and the function to be executed is as
specified in the smart contract, will iDataAgent pass the data decryption key to
the contract execution enclave. Encrypted data can be obtained by the execution
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enclave from the Cloud storage. Note that an additional layer of defense can be
built on the Cloud storage to grant access only to encrypted data as specified in
the data access contract. When the contracted operation is finished, the contract
execution enclave will commit a transaction to the blockchain to certify that the
contracted operation is finished, thus finalizing the final transaction and recording
the instance of data usage. In addition, it will clean up all the key materials as well
as data inside the enclave to prevent data reuse.

3 Conclusion

In this position paper, we propose PrivacyGuard, a novel user privacy protection frame-
work that aims to empower data owners with full privacy control of their data. Two im-
portant aspects of data privacy shall be addressed: 1) how to allow data owners to control
who can have what access to their data, and be able to maintain a trustworthy record of
their data usage; and 2) how to ensure that data is only used for the intended purposes
approved by the data owner. To accomplish the afore-mentioned privacy goals, the pro-
posed PrivacyGuard framework seamlessly integrates two new technologies, blockchain
and trusted execution environment (TEE).

The proposed approaches are novel, representing a significant departure from tra-
ditional privacy protection researches that rely on cryptography and pure software-
based secure computation techniques. Hardware-assisted approaches will provide a
more powerful and more practical solution to the very challenging privacy problem.
The unique combination of blockchain and TEE technologies will enable new privacy
protection capabilities, i.e., verifiable data usage tracking and data use compliance en-
forcement. We believe PrivacyGuard framework is a foundational technology for user
privacy control in the era of Internet-of-things and data intelligence.
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