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Abstract—There is a growing interest on exploiting interference to decode the concurrent signals from multiple transnsitter
(rather than avoiding it) to increase network throughput. In  successively, starting from the strongest signal. If thengtest
particular, the so-called successive interference cancellation (SIC) signal can be decoded, it will be subtracted from the aggeega

scheme appears very promising, due to its ability to enable . . . s
concurrent receptions from multiple transmitters and interfer- signal so that the SINR (signal-to-interference-and-&wéio)

ence rejection. Although SIC has been extensively studiedsa for the remaining signals can be improved. Then the SIC
a physical layer technology, its research and advances in ¢h receiver continues to decode the second strongest signdls a

context of multi-hop wireless network remain limited. In this g0 forth, until all signals are decoded, or terminates if the
paper, we ry to answer the following fundamental questions  gjona) is no longer decodable (see Section Il for more #tai

(i) What are the limitations of SIC? How to overcome such . . .
limitations? (ii) How to optimize the interaction between SC Although SIC has been extensively studied as a physical

and interference avoidance? How to incorporate multiple Igers layer technology, its limitation and optimal application i
(physical, link, and network) in an optimization framework? We the context of multi-hop wireless network remain limited. |
find that SIC alone is not adequate to handle interference in a this paper, we will try to answer the following fundamental
multi-hop wireless network, and advocate the use of joint ST and questions.

interference avoidance. To optimize the joint scheme, we ppose

a cross-layer optimization framework that incorporates vaiables « What are the limitations of SIC? How to overcome such

at physical, link, and network layers. We use numerical reslis limitations?
to affirm the validity of our optimization framework and give o How to develop an optimization framework for optimal
insights on how SIC and interference avoidance can compleme interaction between SIC and interference avoidance? How

each other in an optimal manner. to incorporate variables from multiple layers (physical,

link, and network) into such an optimization framework?
We take a formal optimization approach to address these

Interference is widely regarded as the fundamental impefdndamental questions. We find that the limitations of SIC
iment to throughput performance in wireless networks. lfome from its stringent constraints when decoding multiple
networking community, a natural and main stream approachdignals. Specifically, in order to decode aggregate signals
handle interference is to employ certaiterference avoidance successively, an SIC receiver must meet a series of SINR
scheme, which can be done either through deterministic kbnstraints on its received signal powers. Further, dubdse
source allocation (e.g., TDMA, FDMA, or CDMA) or randomconstraints, there exists a decoding limit on SIC for corenir
access based schemes (e.g., CSMA, CSMA/CA). The essef@septions or interference rejection. As a result, SIC alisn
of an interference avoidance scheme is to remove any overigadequate to handle all concurrent interference in a Fugki
among the transmitting signals (the root of interferenceapireless network.
Although easy to understand and simple to implement, anHowever, the limitations of SIC can be overcome precisely
interference avoidance scheme, in general, cannot offerby the traditional interference avoidance scheme. Thesefo
performance close to network information theoretical fimiwe advocate a joint interference exploitation and avoidanc
[25]. approach, which combines the best of both worlds while

Recently, there is a growing interest on exploiting interferemove each other’s pitfalls. We believe such an approach is
ence (rather than avoiding it) to increase network throughpmost appropriate to handle interference in a multi-hop lege
(see Section Il for related work). In essence, suclinggrfer- network.
ence exploitatiorapproach allows overlap among transmitting Although the need of such a joint approach is easy to
signals and relies on some advanced decoding schemes tairalerstand, there are a number of new technical challenges
move interference. In particular, the so-calfedtcessive inter- in the context of a multi-hop network. This is particularly
ference cancellatiofSIC) scheme appears very promising [1]irue when the optimization space encompasses physical laye
[31, [71, [9], [15], [30] and has already attracted develaggmh SIC, link layer scheduling, and network layer flow routinge W
efforts from industry (e.g., QUALCOMM's CSM6850 chipsetaddress these new challenges by developing a formal ogtimiz
for cellular base station [18]). Under SIC, a receiver atitam tion framework, with cross-layer formulation of physiclahk,
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and network layers. This new optimization framework offers NOTATION.

a holistic design space to squeeze the most out of intederen

and lay a mathematical foundation for the modeling and analy SYX‘bO' ?ﬁﬁ”ition, N —

sis of a joint interference exploitation and avoidance suh@ J docoge i RUMBET of SIgnats an ST receeran

a multi-hop wireless network. To the best of our knowledge, B The channel bandwidth in our network

this is the first effort toward this direction. To demonstrat gz‘j ghi max'g‘“& aCh'eVgt?'e ré"t? on link— j

the practical utility of our optimization framework, we con| A'IS anceb © deefnpno e <P ok

duct a case study on maximizing network throughput. Ogr ~ %™ _;;V;EF ound of Py, j — 325, 27 BBy - Milt]

n_umeric_al _results affirm the efficacy o_f this _frameworl_< angd g5 Destination node of sessighe F

give us insights on how SIC should optimally interact with an 7 The set of user sessions in the network

interference avoidance scheme. 9ij Channel gain from node to node;

. . . . .. . k,j="%1%,5 L.
The rest of this paper is organized as follows. Section |I i A;"";er bound of Py j — 3.2~ *? BPr.; - Mklt]
. . . . —po

presents rellated work on mter_ference ex_pI0|tat|on.. Badiil 7, The set of neighboring nodes of node

offers a primer on SIC and illustrates its benefits. In Se¢c- The set of links in the network

tion 1V, we discuss some inherent limitations of SIC. In N The set of nodes in the network -

Section V, we advocate a joint interference exploitatiod aj V7 rTehCeei\S/?nthf nodes which are transmitting whers

avoidance approach to overcome these limitations. In Sec- 1y, A lower bound ofP; j — 3, BPx jAk[t] — o

tion VI, we develop mathematical models for constraints P The transmission power of each node

under such a scheme. In Section VII, we develop a formal ;" e Pij» tze Taxgum power of

.. . .. . . all signals received at no

optlmlzat|0n framework for Fhe joint interference expi?jlt_)n- _ Py The received power at nodefrom nodei

avoidance scheme. In Section VIII, we apply our optimizatio| r(f) Data rate of sessioff € F

framework on a case study and present some numerical results m( % ) gata rate t(;‘at . a““b,uéﬁd to sessigron link [

. . . S ource nodes Of sessi

Section IX concludes this paper. Table | lists the relevant “ The total number of time slots in each time frame

notation used in this paper. zt] The indicator of weather the transmission on links j
is successful or not on time slot t

Il. RELATED WORK Y(i,j)(m)[t] | A bridge binary variable
. . . L w(f) The weight associated with sessign
At fthe_ physical Iaye_r, a _classm reference on interference The data rate of a successful fransmission

exploitation (cancellation) is the book by Verdu [27] and B The SINR threshold for successful decoding

references therein. For more details and new advances & sqm 7 Path loss index y n

. . . . Ai[t] The indicator of weather nodgis transmitting or not

important interference cancellation techniques, we redad- in time slot

ers to see SIC [5], [28], parallel interference cancella{i®), o? The power level of ambient noise

[26], iterative interference cancellation (turbo mulgususer

detection) [12], [29], which all aim to enable a receiver & d

code multiple signals at the same time, and reject intemfere

from other unintended transmitters. A recent review on how throughput. In [15], Lvet al. studied a scheduling problem

apply interference cancellation for cellular systems W&y in an ad hoc network with SIC. To simplify network-layer
in [1], which positioned SIC as one of the most promisingroblem, the authors considered fixed routes in the network
teChniques to mltlgate interference due to its SlmpIICIija (e_g_’ based on shortest path)’ and Subsequenﬂy devemped
effectiveness. greedy heuristic scheduling algorithm based on conflict set
Note that the SIC considered in this paper differs from somgaph. Link scheduling problem for wireless networks with
new interference cancellation schemes such as analog etw9iC was also studied in [16], but the aggregate interference
coding [13] and ZigZag decoding [17]. Both were proposed ¥fect of the practical SINR model was not considered. In
resolve paCket CO”iSionS, and they require that some bibsie [7]’ Gelal et al. proposed a top0|ogy control framework for
of the collision packets be known in advance. SIC also diffegxploiting SIC. They studied how to divide a network topglog
from smart antenna-based interference cancellation sefieninto a minimum number of sub-topologies where the set of
such as Zero-Forcing Beam Forming (ZFBF) [2], [23], [31] ininks in each sub-topology can be active at the same time. In
MIMO* and directional antennas [14], [19], [24]. [30], Weberet al. studied the asymptotic transmission capacity
Very recently, there is a growing interest to exploit SIGf one-hop ad hoc networks with SIC under a simplified model
at the physical layer to improve performance of upper layefgere all signals from transmitters within a specific radius
in a wireless network [3], [7], [9], [15], [16], [30]. In [9], can all be successfully decoded. More realistic SIC model
Halperinet al. built a ZigBee prototype of SIC based on [27for asymptotic transmission capacity was later explored by
Ch. 7] using software radios and used experimental resufomer and Jindal in [3]. We also notice a recent paper [21]
to validate that SIC is an effective way to improve systemaiming that the potential gain by SIC is very marginal.hi

1 , _ _ _ is in contrast to the state-of-the-art [3], [7], [9], [1514],

Note that MIMO requires multiple antennas for interferememcellation, 30 I findi in thi F . A
while SIC does not have such requirement. This paper caissBkC with a [ ] as well as our findings In this paper (See ootnote )
single antenna on each node. closer look at [21] shows that the claim was made based on



unfair comparison. In [21], the authors considered a simple
network with two links. They compared the time needed to
complete one packet on both links with SIC and without SIC.
Without SIC, the two links transmits data sequentially amal t Fig. 2. The process of SIC.
completion time is the sum of the time used on both links.
With SIC, the two links can transmit data simultaneously and

the completion time is defined as the maximum time used ta)lynodej is receiving fromM concurrent transmitters. Under

these two links. We argue that their comparison method §C, receiver; first attempts to decode the strongest signal.

unfair. Since the link that finishes the transmission firgt 3 the strongest signal can be decoded successfully (he., t
transmit other packets afterwards instqad Of. being idle. SINR for this signal is no less than the threshg@)l then this;’
rerzc;i?]at\?e’rreslrrgﬁ: dn ho;\r/tit(c)u?;rpl)ly tilc)cs,(lem?e”stllj-lrt]spt?ae;\gg”;n signal will be subtracted from the aggregate signal (seejig
tormal o t'|¥1' ation ;‘raF\)me ork %lhat explores the interant en the receiving nodgtries to decode the second strongest
of interfe?elnclz elx Ioitatior\lNand cance)l(lgtion ! : signal and so forth. The process continues until all theagn
P ' are successfully decoded or at some stage the SINR criterion
I1l. SIC AND ITS BENEEITS for the underlying signal is_no Ionger satisfieq.
Without loss of generality, referring to Fig. 1, suppose

Under the classical information reception model in a Wireihat the power levels of the signals from thé transmitters
less network, a receivgrtreats all the interfering signals fromreceived at nodg are in nondecreasing order &; < P»; <
other concurrent (non-intended) transmissions as noise. £~ _ Py, Receiving nods tries to decode the signalé from
the signal_ from the intended transmitting nodef its SINR tran_smittijng nodes in the order df, M — 1, - -- 1. Then, the
at nodgj IS greater than or equal to a threshqﬂdthen the signal with received poweP;; can be decoded successfully if
transmission is said to be successful (i.e., the signal fiode '

and only if
i to j can be decoded successfully)Denote P;; the power y
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level of the signal from node that is received at nodg. Py
DenoteN; the set of other concurrent transmitting nodes that M Py + 02
can be heard by nodg¢ Then, under the classical model, a 7pM_1j
successful transmission from transmitting nadé node j Step 2 ﬁ > B,
occurs if b k=1 Phjto

— Y >p : : 1)

= >0, : :

Zk;eéjz\fj Pyj +0? P

. _ . Step(M —i+1) —F——>5.
where constant? is the power level of the ambient noise. w1 Prj + 02

In contrast to the above classical paradigm, a receiver Wl&hs shown in (1), in order to decode the signal with received
SIC capability can decode a number of concurrent signals . .( ), 9 :
: : . . . . power FP;;, it is necessary to decode all the stronger signals
(|r_1clud|ng some interfering signals) rat.he.r than trealnhgm_ first. Note that we assume perfect cancellation of a success-
blindly as noise [9]’.[27' Ch. 7]’. [30]. This is done by.deamgjl fully decoded signal in the iterative process. Similar t, [7
concurrent signals in aequentialorder and subtracting each

successfully decoded signal before proceeding to decasle HﬁS]' [16], we do not consider link rate adaptation in our Mbq .
and assume that the data rate on each successful transmissio

next one. Flgure 1 illustrates a communication scenarlorevheis R— B10g2(1 4 ﬂ). where B is the channel bandwidfh.

2In communication theory, the SINR of a received signal deiees the There are two key benefits associated with SIC, nameIYv
receiver's ability to recover the signal. Suppose the trtimg node is enablingconcurrent receptions from multiple transmittensd
sending data at a rat& under certain encoding scheme. If the SINR ofinterference rejectionin the rest of this section, we elaborate
this transmission is no less than the thresh@|dthen the error probability .
is considered to be within a certain bound and the receiverscacessfully these two benefits.
decode the signal and recover the same data Rat®therwise (i.e., SINR
less thang), the error probability is considered too high for the reeeito SWe leave the more complex case with link rate adaption as wure
recover the data rat® and retransmission may be necessary. work.
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Fig. 3. An example of concurrent receptions from multipnsmitters.

Fig. 5. The general case of concurrent reception and imeée rejection
interference at a receiving nodg. A solid arrow represents intended transmission and a
¢————>0=<----- 0—7 dashed arrow represents interference.

interferen—c:e
Summary. Our discussion for the above two benéefits, i.e.,
concurrent reception from multiple transmitters (Fig. 8da
interference rejection (Fig. 4) can be generalized by Fidn5
this figure, a receiving nodgtries to decode all the signals it
Concurrent Receptions from Multiple Transmitters. Note receives, among which it tries to retain the desired bitst®
that under the classical reception model, only one intend&dm the M intended transmitters and cancel the interfering
transmitter is allowed to transmit; concurrent transmissito  bit streams from thd. unintended transmitters.
the same receiver will lead to a collision and are considered
wasteful of resource. In contrast, a SIC receiver is capable
of receiving from multiple transmitters at the same time (if Although the potential benefits of SIC are not hard to
the criteria in (1) are met) and thus can substantially iasee recognize, we now show that these benefits may not always
throughput in the network. As a simple example, consid@e readily available. In other words, there are some stringe
Fig. 3, where both nodes 1 and 2 wish to transmit to receiviggnstraints and hard limits for SIC to satisfy before regpin
node 3. AssumePy3 = 1, Pos = 1.2, 02 = 0.1, and 8 = 1, any potential benefit.
where all units are normalized with appropriate dimensionSequential SINR Constraint. As we have shown in
Under the traditional interference avoidance model, nodggction Ill, at any stage when a receiver tries to decode
1 and 2 cannot transmit to nodé at the same time duethe desired signal from the aggregate signal, the SINR must
to interference. Under SIC, receivércan first decode the satisfy (1). Otherwise, the current signal cannot be dedode
stronger signal from node by treating the signal from as successfully, neither will all the remaining weaker signal
interference. We have{2; = 1.1 > . Next, receiver3 Again let’'s use the two-transmitter one-receiver example i
subtracts the decoded signal from the aggregate signal. Hig. 3. AssumingP;3 < P»3, to decode both the signals from
SINR from nodel is 5—3i— = 5557 = 10 > 3, nodes 1 and 2 successfully;; and P,; must satisfy
which shows transmission from nodes also successful. Pas Pis

> 3 and — > 5.

Interference Rejection. The ability to decode multiple Psto2 =
received signals can also help the receiving node to seddyti
reject interference from other unintended transmitters.aA

simple example, consider the two-transmitter two-recetase Pato? 1405

in Fig. 4. Node 1 wishes to send data to node 2 while noglongest signal from no.de 2 cannot be successfully decoded
3 wishes to send data to node 4. Due to the broadcast natlipgrefore, the weaker signal from node 1 cannot be decoded
of a wireless channel, the signal from node 3 will interfer8ither- In this case, SIC will not work.

with the reception at node 2 and likewise the signal frofequential Decoding Limit.  Another limitation of SIC is
node 1 will interfere with the reception at node 4. Assumi@at it can only decode a limited number of signals (either
Py =1, Piy = 0.5, P3y =2, Poy = 1.5, 02 = 0.1, and intended or unintended). Such limit is determined by (1) and
B = 1. Under the traditional model, links — 2 and3 — 4 sets up a cap on the number of decodable signals. Before we
cannot be active at the same time. Under SIC, receiver 2 ggiculate this limit, we present the following property.

first try to decode the strongest received signal, which és th Property 1: (Geometric Power Property) Denote P,
signal from node 3. Sinc% = TQM =1.82 > 8, such Pzj, ---, Py  the received powers of the signals that can
decoding is successful. Then, noflesubtracts this decodedbe successfully decoded at nogevia SIC. Without loss of
signal from the aggregate signal, and tries to decode tpenerality, supposéy; < P»; < ... < Pp;. Then, we have
secoprl!d stroigest 1S|gna£ v¥g|ch is from n_oﬂie We _havg Py > B +B) 02 fori=1,...,M.

P Poto? — 79701 — > . So this decoding is

again successful. Likewise, on node 4, it tries to decode the Proof: Our proof is based on induction. First consider
strongest relcgived signal first, which is from node 3. Sinde= 1. Since all previous stronger interference are removed

by = g7 = 2.5 > 3, this decoding is successful. ~ from the composite interference when decoding the weakest

Fig. 4. An example for interference rejection.

IV. LIMITATIONS OF SIC

But supposePs; = 1.2, P13 =1, 02 = 0.5 andB = 1. Then

we haves£2, = 12 — (.8 < 3. This means that even the




signal, the SINR forP;; is %, which must be no less thanboth the sequential SINR constraints and sequential degodi
S. Then, we have]% > 3, which is P; > Bo?. limit. In particular, when the sequential SINR constraints
Next, suppose that are no longer satisfied at certain stage, one has to resort to
i1 9 . scheduling (e.g., time slot assignment) to avoid interfeee
Fij =1+ 6)" 0% i=1,....1. (2) 50 that different transmissions can be carried out suadbssf
We will prove that P, 1, > B(1 + 8)'02. We know that Likewise, once the number of interfering transmissions ex-

we still have all the interference from the weaker signafeeds the sequential decoding limit, one again has to employ
when we decode the signal from,,; ;. Then, we have scheduling to allocate theses transmissions into difteiere

Pi1;/(L, P+ 02) > B, which gives us slots such that the number of interfering transmissionsathe
’ =t z B z time slot is within the decoding limit. In other words, we

_ 0 i1 9 2 should take the best of both worlds (interference expioitat

Priag =28 (z; Py +o ) 2f [Zlﬂ(l +B) T o +o and interference avoidance) while avoid each other’s Ifstfa

l
- 4|1 +BZ(1 +B)i1] o2 = (1 + B)lo?, B. New Challenges
=1 There are several new challenges when developing a joint
where the second inequality holds due to (2). B interference exploitation and interference avoidanceeseh

Now we are ready to calculate the limit on the numbggarticularly in a multi-hop network.
of signals that can be decoded. More formally, dendie | At the physical layer, under the classical SINR model,
an upper bound of the number of signals that recejvean a receiving node treats all the other concurrent (unin-

decode. Th(.an we havre;latfe following lemma. tended) interfering transmissions as noise when deciding
Lemma 1: DenoteP’»** the strongest received power at  \hether or not the underlying intended transmission is

receiverj, i.e., P = maxien; Pij, where \V; is the set

of all active concurrent transmitters. Then the number of

successfully decoded signals at receiyers no more than
pmax
Aj =1+logg 1 (—5=)

Proof: Let Py; < P»; < ... < Py, be a set of powers
of the signals successfully decoded at receiyemwe have
P = Py CombiningP;]flax = P with I?roperty 1 gives
us P = Py > (14 8)M~10?, which gives us

M <1+logg,y (ﬁ) :

The above inequality says that the number of successfully

decoded signals at receivgris upper bounded byd;, =
PE]]&X
1+10gﬂ+1(ﬁ) ||

As an example of the sequential decoding limit, we assume

that Pj*** = 5, 0> = 0.1, and3 = 1. Based on Lemma 1,

successful. This itself is not a trivial problem as the set
of interfering transmissions is usually coupled with upper
layer scheduling and routing algorithms. In the context of
SIC, not only one needs to deal with such coupling with
upper layer algorithms, one also has to deal with multiple
transmissions at the same time, in the sense that one has
to decode those stronger signals before decoding its own
signal (in a sequential order). This sequential decoding
imposes significant difficulty to develop a tractable model
for mathematical programming.

« Atthe link layer, a scheduling algorithm (i.e., interfecen

avoidance scheme) is needed to address the limitations
of SIC at the physical layer. Note that such scheduling
algorithm is also coupled with routing in a multi-hop net-
work environment. How to design an optimal scheduling
algorithm to fulfill certain network performance objective

in this context is a new and non-trivial problem.

we haved; =1+ log, (o) = 6.6. That is, only up ta6
signals can be successfully decoded at recejver « As discussed in Section Ill, SIC allows more concurrent
Remark 1:Note that A; given in Lemma 1 is only an transmissions in the network than traditional interfegenc
upper bound. The actual number of decodable signals may be avoidance model. This offers many more available links
much lower than this bound. This is because that the powers for choosing a path at the network layer. Consequently,
of decodable signals must also satisfy the sequential SINR the design space at the network layer is much larger,

constraints in (1). [ ] leading to a more complex optimization problem.

To address these new challenges, it is necessary to develop
a tractable cross-layer model that is suitable for a formal
optimization framework.

V. AN OPTIMAL APPROACH FORINTERFERENCE
EXPLOITATION

A. Approach

Based on the discussion in Section Ill, an interference ;.
exploitation scheme such as SIC has clear advantage over a
pure interference avoidance scheme. On the other handpdue tAs a first step toward a formal optimization framework,
the intrinsic limitations associated with SIC, it is evidéhnat we examine constraints across the three lower layers for
SIC alone is inadequate in a multi-hop network. As a result, multi-hop network. Consider a single antenna multi-hop
it is necessary to incorporate interference avoidance.,(ewireless network, with a set of nodéé operating within the
scheduling) to complement such limitations. This is true feame channel and SIC-capable. For interference avoidance,

M ODELING OF CROSSLAYER CONSTRAINTS



we consider TDMA in the time domathUnder TDMA, we Note thatZPkJ<P” > ez, Prj-zr(t] is the residual interfer-
assume a frame is divided intB time slots, each of equal ence when nodg attempts to decode the signal from nade
length. For simplicity, we do not consider individual poweafter subtracting all the stronger received signals frohenot
control of each node and assume each node transmit at ¢bacurrent transmissions.

same powerP. Denoteg;; the channel gain from nodeto To see the coupling of r-SINR with scheduling, note that
nodej. Then, when nodeis transmitting, the received powerwhenz;;[t] = 1, we have a successful decoding for the signal

at nodej is P;; = P - g;;. from nodei to node;j under SIC. This implies that
Scheduling Constraints. We first define a binary scheduling « The r-SINR’s of all stronger received signals at ngde
variablex;;[t] for link i — j in time slott (1 <t <T). from other concurrent transmissions are no less than the

SINR thresholds.
. o The r-SINR of the signal from nodgto 5 is no less than
xi5[t] = successfully in time slot the SINR thresholdb.

0 otherwise More formally, we have following coupling constraints for

By “successfully,” we mean that the intended transmissidpH Y-Link layers.
from nodei can be decoded at nodevia SIC, i.e., the se-
guential SINR constraints in (1) are satisfied for this sighma

1 if node: transmits data to nodg

If 2i;[t] =1, then I-SINR,,, /[t] > B (j e N,i € I,

the case of an “unsuccessful” transmission (i.e., the seile m # 4,10 € I, Prj > Pij, opn[t) = 1,1 <t <T) (6)
SINR constraints in (1) are not satisfied for this signal), it |f zi;[t] = 1, then r-SINR; ;) [t] > B (j eN,ieT,
is desirable to turn off the transmitter rather than having i 1<t<T). (7)

transmit undecodable signals. Therefore, wheiit] = 0, we
will not have any transmission from nodeo nodej.

DenoteZ; the set of all neighboring nodes of node A.
For unicast communication in the network, a node transmft
data to only one node in a time slot, i.e.,

Flow Routing Constraints. For a set of unicast communi-
tion sessiong&, denoter(f) the data rate of sessighe F,
s(f) andd(f) the source and the destination nodes of session

f € F, respectively. Denote;; (f) the amount of rate on link
Z zij[t] <1 eN,1<t<T). (3) i — j thatis attributed to sessiofic F. Then we have the
jeT, following flow balance. If nodé is the source node of session
1= s(f), then

Yo =r(f) (feFi=sf). ®)

JE€L;

For reception at a node, it becomes more interesting, asea nefd €.,
can receive data from multiple nodes in a time slot due to SIC.
That is, for a receivey, we may have) ;. @;;t] > 1.

Based on the state-of-the-art in the literature, there is no
evidence that SIC can achieve full-duplex with single ané&en |f node i is an intermediate relay node for sessigni.e.,
Therefore, half-duplex will still be necessary at each ndde ; -« s(f) andi # d(f), then
model half-duplex at a node we have

J#s(f) k#d(f)
rpilt] F ot <1 GENkFEL,I<t<T). (4) Yoo = > malf) (FeFi#s(f)dlf)) .
That is, node cannot transmit and receive at the same time. /€% kels 9)
DenoteC; thle achievable link rate on link — j. Then, ¢ noqge ; is the destination node of sessigni.e., i = d(f),
we haveCy; = 5>, R-xy[t]. then

Joint PHY-Link Constraints. We first give a definition ,

for residual SINRwhich characterize the SINR value in a Z i (f) =r(f) (feF.i=d(f)). (10)
sequential fashion under SIC. For a signal from ned® kei

node j in time slot¢ (from either intended or un'nte”dedNote that in the above flow balance equations, we allow flow

signal, r- S”\“:fm)[ ] a than single-path flow routing. Further, it can be easily fiedi
-SINR;.»[£] that if (8) and (9) are satisfied, then (10) is also satisfieslaA
’ P result, it is sufficient to list only (8) and (9) in the optination
= PZ S framework.
Zk;ﬁiZleIk Prjr [t]—zk;& ”Zzezk Prjw(t] + o? Since the aggregate flow rate on any lihk— j cannot
- P 5 exceed the achievable link rafg;, we have
ST TE . (5)
ki lezy Hki - Lkl s(f)#4,d (f)#z T R
4Interference avoidance in the frequency domain via FDMA alo be Z rij (f Z T wilt] (GeNie;). (1)

done in the same manner. ferx



VII. A FORMAL OPTIMIZATION FRAMEWORK Intuitively, \,,[t] can be regarded as a variable representing
A. Motivation whether or not noder is transmitting in time slot, regardless

Note that the two sets of constraints in (6) and (7) are statglato whom it is transmitting. Then, (13) becomes

in the form of sufficient conditions rather than in the form If (z;;[t] =1 and\,,[t] = 1), then r-SINR,, [t] >

of mathematical progra_mming suitable fo_r problem solving. (jEN,i€Tm#i Pn>P;1<t<T). (15)

Therefore, a reformulation of (6) and (7) is needed. _ - ' ' _
As the first step to reformulate (6), we mowg,,[t] = 1 To combine both conditions;;[t] = 1 and A,,[t] = 1 into

out of the range in (6). By treating,,,,[t] = 1 as part of the just one condition, we introduce a binary varia\ ;) [t]

sufficient condition, (6) can be re-stated as follows: as follows:
If (zi;[t] =1 and @y, [t] = 1), then r-SINR,,, ;y[t] > 3 Y(i.j)m)[t] = 1if and only if (z;;[t] = 1 and A, [t] = 1)
(j E/\/’,iGI‘j,m#i,nEIm,ij >Pij,1 StST) (j EN,iGIj,m#i,nEIm,ij >Pij,1 StST)
(12) (16)
To combiner;;[t] = 1 andz,,,[t] = 1 into one condition, we Note that variabley only has three node dimensionisj, m,
can introduce a binary variablg; ;)(m,»)[t], as follows. which shows that the number of variables in the optimization
framework has been decreased. Combining (16) and (15), we

Y(i.j)(m,m[t] = 1if and only if (z;;[t] = 1 andz,,,[t] = 1)
(_] GN,Z'EIj,m;éi,nEIm,ij >Pij51 StST)

have

F . | hat bi ‘ablg h bscri If Y(i,5)(m) [t] =1, then r-S|NRm7j)[t] >p (] eEN,
or time slot¢, we note that binary varia as subscripts e T P s p.1<t<T 17
for four node dimensions, j, m, n, which means the number P€Ljym # i, Py > Py, 1<t <T) . (17)
of suchy variables could be a very large number. However, we Now, (6) is replaced by (14), (16) and (17). Although
find that we can remove the last node dimensicand reduce (16) and (17) are still not in the form of mathematical
the number ofy variables based on the following lemma. programming, they are ready to be reformulated into such

Lemma 2: Statement (12) is equivalent to the followinfwrm. In the rest of this section, we show how to reformulate

statement: (16), (17) and (7).
If (zi;[t) =1and Y, o7 @mn[t] = 1), then B. Revised PHY-Link Constraints
-SINR,,, j[t] > B (j e N,i € Tj,m # 1, Based on the definition of new variablg, [t], we can refine
Pnj> Py, 1<t <T). (13) the earlier definition of residual SINR in (5) as follows.

) Definition 1: (r-SINR)For a signal from nodéto nodej in
Note that the differences between (12) and (13) are thghe siots (from either intended or unintended transmission),
Zmn[t] = 1in (12) is replaced by)_, 7 mn[t] = 11N the residual SINR (or -SINR) of this signal is
(13) and thatn € Z,, in the range of (12) disappears in that P
of (13). -SINR(; ) [t] = —p—=— .

Proof: We first show that if (12) holds, then (13) also i Prj e Alt] + o

holds. If z;;[t] = 1 and ), .7 mx[t] = 1, then there must
exists one nodé& < Z,,, such that

(18)

(i) Reformulation of (16)
Statement (16) is equivalent to the following two stateraent

xmﬁ[t] =1.

c bin [ ] d [ ] b d (12) h If (.I'ij [t] =1 and )\m[t] = 1), theny(i_j)(m) [t] =1
ombiningz;;[t] = 1 andz,,;[t] = 1, based on (12), we have . - )
SINR 1] > . (jeN,ieZjm+#i, Py >Py;,1<t<T). (19)

)
Next, we show that if (13) holds, then (12) also holds. If f ¥ lt] =1, then(z;;[t] = 1 and Ay, [t] = 1)

z5[t] = 1 andzm,[t] = 1, we have (jeEN,i€T;;m#i,Ppnj>Py;,1<t<T). (20)
Z Tpnlt] =1 Statement (19) can be written as
neL,

based on (3). Combining, f] — 1 ands” =1 Yei ) m)[t] = 2ij[t] + Amt] =1 (J € Nyi € T,
ased on (3). Combining;;[t] =1 and ) ., mnlt] =1, D <<
based on (13), we have r-SINR )[t] > 6. m# b By > Py, 1 <8< T), (1)

To simplify (13), we introduce a new binary variablg,[t] which means that whem;;[t] = 1 and \,,,[{] = 1, we have

and define it as follows: Y(i.5)m)[t] = 1. Statement (20) can be written as
Amt] = Z Tp (MEN,1<tLT). (14) zi[t] > ya et (G € Nyi € Zj,m #4,

n€lm Pnj>P;,1<t<T) (22)
5By “the form of mathematical programming,” we mean that astaint Anlt] > yapomylt] (G €N, i€ Tj,m#i,

should be written in the formh(x) < 0 or h(x) = 0, wherex is the set of
variables in the constraint arfdis a function mappingk into real space.

ij>Pij,1§t§T). (23)



Scheduling:
Am[t] 1: Z"LEIm Tmn
mTATE T 2iez, Ti[tl + A [ <1

PHY-Link:

Yei,j)(m) [t] > @ij[t] + Am[t] — 1
Tij[t] = Y, gy m) (]

Am [t] 2 Ygi,j)m) [¢]

ez, ri(h) = r(f)
S (1) = M2 ()
S (1) < T B - wyld

Pri<Ph:
Prj — 21:3"%713 BPriAR[t] — Bo? = (1 =y gy m) [t]) Dijm
Pij =32 Y BBy - Alt] = Bo? > (1 — wij[t]) Hi

Flow routing:

(meN,1<t<T)
(JEN,1<t<T)

(JEN,i€Tjym#1i, Py > P;,1<t<T)
(_jGN,iGIj7m7éi7P7ylj>Pij71§t§T)
(jGN,iEIj,m#i,ij>Pij,1§t§T)
(JeEN,i€Tj,m %4 Pnj > P;;,1 <t<T)
(JEN,i€eZ;,1<t<T)

(f € Fri=s(f)
(f € Foi# s(f),d(f))
GENiET)

Fig. 6. An optimization framework for joint SIC and interégrce avoidance.

Inequalities (22) and (23) ensure that WheR ;) (m)[t] = 1,
we havez;;[t] =1 and \,,[t] = 1.

Now statement (16) is reformulated as (21), (22), and (2%f

which are in the form of mathematical programming.

(i) Reformulation of (17)
By substituting (18) to (17), (17) becomes

If Y, j)omlt] = 1, then

P y
kagfpmj Pyj - Aplt] +02

(_] EN,’L'GIj,m§£Z.,ij>Pij,1§t§T),

which is equivalent to

Py <Pnmj
Poj—= Y BPAlt] = 8% = (1 =y 5yem[8]) Dijim
k#m
(jeN,i€eTjm#i,Ppn;>Py;,1<t<T), (24)
. Prj <P
where D;;,, is a lower bound ofP,,;— Z,ng 7 Py
Ae[t] — Bo? (e.g., we can seD;j, = P, — f;ffpmj

BPy; — Bo?). We can verify that whemy; ;)m)[t] = 1, (24)

becomesP,,; — ,I:;prmj BPyj - Mglt] — Bo? > 0, which
is r-SINR}m,j)[t] > B, whenyg ;yim)[t] = 0, (24) becomes
Py — 027" BBy - Aklt] = B0 > Dijm, Which holds by

the definition ofD; ;.

(i) Reformulation of (7)

Following the same token in reformulating (17) into (24)

we can rewrite (7) as

Py <Pij
P — Z BPej - A[t] — Bo® > (1 — i [t]) Hyj
ki
(jENaiEIjvlgtST)a (25)
where H,; is a lower bound of?;; — 45" 8Py - A[t] —

Pkéip
Bo? (e.g., we can setl;; = P;; — >, =" BPy; — Bo?).

ki

C. Revised Scheduling Constraints

Inspired by the\-variable’s ability to reduce the dimension
y-variable from four to three, we would like to use
variable to formulate the half-duplex constraints. We have

1

me[ﬂﬂjmg (jeN,1<t<T),

i€Z;
(26)

where 4; is an upper bound of the number of signals ngde
can decode (see Lemma 1) dfd| is the number of neighbor-
ing nodes of nodé. If nodej is receiving from some node, the
first term of the Left-Hand-Side in (26) is greater tiamhen,
A;[t] must be0. If node j is transmitting to some node (i.e.,
A;[t] = 1), then we must hav% >icz, %ij[t] = 0, which
means that nodg is not receiving from any node. Comparing
the new half-duplex constraints (26) (formulated by uskg
variable) to the half-duplex constraints (formulated jpveg
in (4)), we find the number of constraints in (26) is much
smaller.

Moreover, due to the definition of variable in (14) and
the fact that\ is binary, constraints (3) are redundant and can
be removed from the framework.

D. Summary

Now we have all the constraints needed in an optimization
framework for a multi-hop network, which include schedglin
constraints (14), (26), joint PHY-Link constraints (2122,
(23), (24), (25), and flow routing constraints (8), (9), (e
Summarize them in Fig. 6.

VIIl. A C ASE STuDY

The goal of this effort is twofold. First, we want to validate
the efficacy of our optimization framework in solving a
practical network optimization problem. Second, we would
like to have a closer look at how an interference exploitatio
scheme such as SIC can optimally interact with an intertaen
avoidance scheme in a multi-hop wireless network.



TABLE I TABLE Il
L OCATION OF EACH NODE IN THE20-NODE NETWORK. SOURCE NODE DESTINATION NODE, AND WEIGHT OF EACH SESSION IN
THE 20-NODE NETWORK.

Node | Location || Node | Location
1 (54, 45) 11 (4,29) Session| Source Node| Dest. Node| Weight
2 (70, 49) 12 | (75,75) f s(f) a(f) w(/f)
3 (40, 33) 13 (19,11) 1 2 11 5.0
1 (7,21) 14 | (21,58) 2 8 3 6.0
5 (79,5) 5 | (53,12) 3 19 9 7.0
6 (29,7) 16 | (68,96)
7 (3,9) 17 | (82,36)
g (49, 93) 18 | (42,51)
9 (88,72) 19 | (13,78)
10 | (59,73) 20 | (17,45) o
80
100 : 7
° 0F N9
[e] N16 ]
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401
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N14 301
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o e o ONZ 20
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N4
10t %3 Qs i Fig. 8. Optimal routing and scheduling solution to TMP peshl for the
N7 e o 20-node network.
00 1‘0 26 36 46 50 66 76 8‘0 96 100
(m)
Fig. 7. The topology of a 20-node network. B. Simulation Setting

We consider a randomly generated multi-hop wireless net-
o work with 20 nodes, which are distributed in a square region
A. A Throughput Maximization Problem of 100x100. For generality, we normalize all units for dis-

In a multi-hop wireless network, suppose we are interesté1ce, data rate, and power with appropriate dimensions. Th
in maximizing the weighted sum rate of active user sesslon&2Pology of the network is shown in Fig. 7 and the location of
We assume each sessigne F is associated with a weight each node is shown in Table II. There are three active session
w(f). Then, our objective is to maximizZe ;. »w(f) - r(f). in the network, with each session’s source node, destimatio
Listing all the constraints summarized in Fig. 6, we have tHtde, and weight given in Table III.

following network throughput maximization problem (TMP). The transmission power of each node is sefte- 1. For
simplicity, we assume that channel gain only includes the

TMP: max Z w(f)-r(f) path loss between nodésand j and is given byg;; = d;,
feF whered;; is the distance between nodeandyj, andy = 3 Is
s.t. All constraints in Fig. 6 the path loss index. The power of ambient noise3s= 107,

There arel’ = 10 time slots in each time frame. The SINR
TMP is a mixed integer linear program (MILP). Althoughthreshold for a successful transmissiois- 1. When a node
the theoretical worst-case complexity to a general MILPtransmits to nodg successfully in time slat(i.e.z;;[t] = 1),
problem is exponential [6], [20], there exist highly efficie the achieved data rate 18 = 1.
optimality/approximation algorithms (e.g., branch-aralind
with cutting planes [22]) and heuristics (e.g., sequeffitkithg C. Joint Interference Exploitation and Avoidance

algorithm [10], [11]) to solve it. Another approach is to &pp For the 20-node network, we apply CPLEX solver for the

an off-the-shelf solver (CPLEX [4]), which can successfull ry, " ¢y iation. The optimal objective value (maximum

haﬁd!e a m_()t_zlerate-5|zed network. We V.V'" adopt th_|s apmoa\(/:veighted sum throughput) 6.6, with respective data rates
as it is sufficient to serve our purpose in this section.

for sessions 1, 2 and 3 being 0.3, 0.5 and 0.3. Fig. 8 shows
6 _ o o o the optimal routing and scheduling in the solution, where th
Note that problems with objectives such as maximizing thaimmim b in the b k link sh he ti | .
session rate among all sessions or maximizing a scalingrfattall session numbers in the raq et; neXF to a link show the time slots In
rates belong to the same category and can be solved similarly a frame when the link is active. For exampl8,8,10] next
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TABLE IV T T
ACTIVE LINKS IN EACH TIME SLOT IN THE OPTIMAL SOLUTION FOR THE B0 __»ANi6
20-NODE NETWORK.

Time slot | Active links

1—3,12—-2,18—>2
2—1,8—16,12—9,17 —- 1,18 —» 20
1—-3,2—17,4— 11,10 — 12,16 — 12,

19 — 14,20 — 11

1—3,2— 18,10 —» 18
2—1,6—4,10—1,14 — 20,16 — 12, 18 — 20
1—17,2— 18,3 —+6,8 — 16, 12 — 10, 14 — 18
3—1,8—10,12— 9,14 —» 20,17 — 2,18 — 10
1—3,8—10,12 — 2,19 — 14, 20 — 18
2—12,10— 1,16 -+ 12,18 -+ 3,20 —» 3
1—-3,2—9,8—16,19 — 14,20 —» 11

o

/Ng

/
58,10]

S| | oo || o x| w0 ||

to link 19 — 14 means that this link is active in time slals v o %
8, and10. 0 10 20 30 % 50 60 70 80 w 100
Table IV shows the set of active links in each time slot. Our . . ) .

. .. . . . ig. 9. The routing and scheduling results under pure iaterfce avoidance
solution divides different links which are used to SUPPOE t 5del for the 20-node network.
end-to-end sessions into different time slots so that thefse
links in each time slot can successfully coexist (i.e., iak$
in each time slot satisfy the sequential SINR constraints in..,q strongest signal,
(1)). We use interference avoidance (scheduling) to oveeco

the limitations of SIC (clearly, the links in Table IV canrm

which is from noti2. For this
intended signal, its r-SINR is

active in one single time slot). By exploiting the interfiece Pra 2 __ 539x107°
through SIC, we are able to activate as many links as possible P12 + Pis2 — Pio +0%  (4.52+0.1) x 10~°
in a time slot to maximize the network throughput. For =117>p8=1.

example, in time slo®, both node® and17 transmit to node

1 simultaneously. Thus, the signal from nod& can be decoded successfully at

receiver2. Receiver2 subtracts this signal from node from
D. Some Details the remaining composite signal and continues to decode the

From Table IV, we can validate the behavior of SIC quant/iténded signal from nodes. The r-SINR for for decoding
tatively as follows. SIC allows a node to receive signalsrfro tNiS signal is
multiple transmitters and reject the interference fromeoth Pigo  4.52x107°

nodes in the same time slot. As an example, we look at the o2 106 4$.2>p=1,

active links in time slotl in Table IV. In this time slot, links \yhich shows a successful decoding and reception.
1 — 3,12 - 2 and18 — 2 are active simultaneously. For
receiver2, the signal from nodd (transmitting to nodes) E. Comparison to Pure Interference Avoidance Model
is an interference to receiver while the signals from nodes As a final part of our numerical results, we compare our
12 and18 are intended signals. In this example, we will showptimal result to the TMP problem to the optimal result under
that receivef rejects the interference from nodl@nd receives pure interference avoidance model (i.e., SIC is not emgloye
concurrent transmissions from nodesand 18. and all interference in the network is handled by schediling
The received signal powers from nodés12 and 18 at The problem formulation under pure interference avoidance
node2 are P, 5 = 22.29 x 107°, Pia» = 5.39 x 107° and model (called TMP-Pure) is given in the appendix, which is
Piso = 4.52 x 1075, respectively. Receive? first tries to also a MILP problem. Again, we use CPLEX to solve TMP-
decode the strongest signal, which is from ndadéote that Pure for the same 20-node network.
this is an interference signal. The r-SINR for decoding this The optimal objective value (maximum weighted sum of
signal is throughput) is nowt.5 (vs. 6.6 for TMP), with the data rates
p 99.99 _5 for the three sessions beiiigl, 0.2 and 0.4, respectively. In
1.2 . x 10 . . .
. 5 = — other words, comparing to the pure interference avoidance
P22+ Pis2to (5.39 +4.52+0.1) x 10 model, our joint interference exploitation-avoidance éan
=223>p=1, crease throughput b§:-4=%5 = 47%." This increase affirms
that traditional interference avoidance schemes are tan fr
approaching network information theoretical limit.

which shows that the interference signal from nadean
be successfully decoded at receierAfter subtracting the
!nterference frqm _nOdd from the composite signal (i.e., “Note that this result is in contrast to that described in [2dich claimed
interference rejection), receive moves on to decode thethat the improvement by SIC is marginal.



TABLE V
THE ACTIVE LINKS IN EACH TIME SLOT UNDER PURE INTERFERENCE
AVOIDANCE MODEL FOR THE 20-NODE NETWORK.

El

Time slot | Active links [10]
1 756,10 > 1, 14 — 18
2 10 > 1,13 — 4, 14 — 18
3 3514 — 11,10 — 8,12 — 9,19 — 14 [11]
1 12, 18 — 10
5 153,259,615 816,19 — 14
6 251,14 — 18,15 — 3, 16 — 12 [12]
7 16 — 10, 18 — 2, 19 — 14
3 153,209 14— 20
9 36,8 — 10, 18 — 2,20 — 11
10 153259613816 [13]
[14]

The optimal routing and scheduling results are shown in
Fig. 9. The active links in each time slot are given in Table V.
We now compare Fig. 9 and Table V to Fig. 8 and Table 1\{15]
respectively. It is clear that without SIC, fewer numberinké

are active in a pure interference avoidance solution. [16]

IX. CONCLUSION

In this paper, we advocated a joint interference explaitati [17]
and avoidance approach, which combines the best of both
worlds while avoids each’s pitfalls. We discussed new chalyg
lenges of such a approach in a multi-hop wireless network
and proposed a formal optimization framework, with cros$t9]
layer formulation of physical, link, and network layers.igh
framework offered a rather complete design space for Sl
with the goal to squeeze the most out of interference. Wenclai
that such an optimization framework is suitable for studyan [21]
broad class of network throughput optimization problensaA
case study, we demonstrated how to apply such framework for
a network throughout optimization problem. Our numerieal r [22]
sults affirmed the efficacy of this framework and gave insight
on the optimal interaction between interference explimitat

and interference avoidance. 23]
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APPENDIX— PROBLEM FORMULATION UNDER PURE
INTERFERENCEAVOIDANCE MODEL

Under the pure interference avoidance model, only schedul-
ing is employed (no SIC). The joint PHY-Link constraints lwil
change. When decoding a signal freérto nodej, we treat all
the signals from other transmitting nodes as noise. Than, fo
a successful transmission from nodé nodej in time slot
t (i.e., z;;[t] = 1), we need the following statement:

Py > 5
>kt PrjMelt] + 02
(JEN,ieZ;,1<t<T).

If Tij [t] =1, then

The above statement can be written as
Pij =Y BPuAklt] — Bo® > (1 — i [t]) M
ki
(jeN,ieZ;,1<t<T), (27)
whereM;; is a lower bound ofP;; — 87, ; Pij Ak [t] — Bo3.
Under this model, TMP-Pure has the same scheduling and

flow routing constraints as that of problem TMP. Then, the
formulation of TMP-Pure is as follows.

max» " w(f)-r(f)

fer

s.t. Constraintg8), (9), (11), (14), (26), (27)
zii[t], Nift] € {0,1} (€ N,j € T;,1 <t <T)
r(f),rii(f) >0 (feF,ieN,jel;)

The formulated problem TMP-Pure is also a mixed integer
linear program (MILP).
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