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Abstract— In this paper, we consider a UWB-based ad
hoc network and study how to maximize data rate utility
for a group of communication sessions. We formulate the
data rate utility problem into a nonlinear programming
(NLP) problem through a cross-layer approach by taking
into consideration of scheduling and power control at link
layer and routing at network layer. The main contribution
of this paper is the development of a solution procedure
based on branch-and-bound framework. We employ a
powerful optimization technique called reformulation lin-
earization technique (RLT) to obtain a linear relaxation,
which is a key component required in the branch-and-
bound framework. Numerical results demonstrate the im-
portance of cross-layer approach and offer some important
insights.

Index Terms— Nonlinear programming, optimization,
cross-layer design, ultra-wideband (UWB), ad hoc net-
works, data rate utility, scheduling, power control, routing,

I. INTRODUCTION

In this paper, we consider a group of source-
destination communication pairs, which we call sessions,
in UWB-based ad hoc networks. The objective is to
maximize the total utility, where a session’s utility is
defined as the log function of its data rate [11]. Clearly,
this optimization problem involves issues from different
layers, i.e., link layer scheduling, power control, and
network layer routing. The link layer scheduling com-
ponent deals with how to use time slots for transmission
and reception. The power control component considers
how much transmission power a node should use in a
particular time slot. Finally, the routing problem at the
network level considers what set of paths the data from
a source node should take to its destination node.

We aim to investigate the problem through formal
nonlinear optimization technique. The outcome of this
effort will fill in a critical theoretical gap on this problem.
It will also contribute some important understanding,
some of which were overlooked by prior research efforts.
The main contribution of this paper is the development of
a solution procedure to the nonlinear programming prob-
lem based on the branch-and-bound framework [8] and
a powerful technique called Reformulation-Linearization

Technigue (RLT) [13]. During each iteration of the
branch-and-bound procedure, it is important (from com-
putation perspective) to select a partition variable. We
propose a partition variable selection policy not only
based on the relaxation error, but also based on their
relative significance in our problem. It turns out that such
policy offers a solution much faster than the policy that
is solely based on relaxation error.

In our numerical results, we further explore the prop-
ertics of this cross-layer optimization problem. First
and foremost, we show that performance gap between
a cross-layer formulation and a decoupled-design is
huge, thereby underlining the importance of cross-layer
optimization. In addition, we observe that the number
of time slots does not need to be large to have near-
optimal performance. This result is important in practice
as fewer number of slots will lead to less computation
time in solving the optimization problem.

II. NETWORK MODEL AND OPTIMIZATION SPACE

We consider an ad hoc network consisting of N nodes

and L uni-directional source-destination communication
sessions over a two-dimensional arca. We now take
a closer look at each components of this cross-layer
optimization problem.
Scheduling. At the link level, the scheduling problem
deals with how to coordinate transmission among the
nodes in each “time slot.” An important constraint that
must be met is that a node cannot send and receive data
within the same time slot. Given the number of time
slots K, denote 1y the normalized length for time slot k,
1.c., the length of time slot & over the total length of all
different time slots. We have

Power Control. Power control problem deals with
how much power a node should employ to transmit data
in a particular time slot. Denote pfj as the power that
node 7 expends in time slot & for sending data to node
7. Although a node cannot send and receive within the
same time slot, a node can transmit to multiple nodes












TABLE I
DESCRIPTION OF 5 UNI-DIRECTIONAL SESSIONS IN A 15-NODE

NETWORK.

Session Index | s(!) = d(I) | Session Index | s(l) = d(i)
1 9=15 4 2=12
2 4=5 5 1=11
3 10 =2
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Fig. 2. A 15-node ad hoc network with 5 sessions.

in the relaxation solution. If this nonlinear term has
multiple variables, ¢.g., Yj’“cf-, then we need to choose
a partition variable from Y, and cf] Specifically, if
(vF) = (V)2) - min{F = (), (VR — V) >
((eij)o — (er) - min{ég; — ()L, (egf)u — &} we
partition on ij and obtain two new value intervals
[(Y]k) L,)Afjk] and [}Afjk, (YJ’“)U] Otherwise, we partition
on cfj.

For our specific problem, by exploiting the physical
interpretation of certain variable and weighing its sig-
nificance, further improvement can be made on partition
variable selection policy. For example, it is clear that
variable ¢ directly affects the final solution. As a result,
the algorithm will run much more efficiently if we give
it higher priority when we choose a partition variable.
This is precisely what we have done in our algorithm
implementation, where we give the highest priority to
the second highest priority to pfj, then cfj, and consider
Yf last when we choose a partition variable. Note that
this choice will not hamper the convergence property
of the algorithm [13], although it will vield different
computational time.

There are two types of problems that can be eliminated
before solving their LP relaxations. In the first case, if a
problem is found to be infeasible, then there is no need
to solve a full scale LP relaxation. For example, after we
partition on pfj, if a node must send and receive within

the same time slot in a new problem, i.c., (pfj) r > 0and
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Fig. 3. The total utility as a function of total available time slots
K for five sessions.

Session 1: Node 9=>1

Session 2: Node 4=>5

Session 3: Node 10=>2

Fig. 4. Optimal routing for three sessions with K = 6

(p* )1 > 0, then this new problem must be infeasible.

In the second case, if a problem cannot provide
significant improvement, then there is no need to solve
a full scale LP cither. For example, after we partition
on (1), if (1 —¢) X1, In(r(1))y < LB, then this new
problem cannot provide significant improvement and can
be eliminated from problem list.

V. SIMULATION RESULTS

In this section, we present some important numerical
results to offer further insights on the optimization
problem. These results are important as they are not
obvious from our theoretical development of the solution
procedure in the last section.

We first describe the simulation settings. We consider
a randomly generated network of 15 nodes deployed over
a 20 x 20 area. There are 5 sessions (see Table I and
Fig. 2). All distances are based on normalized length in
(1). The path loss index is & = 2 and the nominal gain
is chosen as gnom = 0.02. The power density limit Qax
is assumed to be 1% of the white noise 7 [12].
Scheduling.  We first investigate how the total utility
is affected when the total available time slots K change.









