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In many applications, it is desired to dynamically establish temporary multicast groups for
secure message delivery. It is also often the case that the group membership information
itself is sensitive and needs to be well protected. However, existing solutions either fail
to address the issue of membership anonymity or do not scale well for dynamically estab-
lished groups. In this paper, we propose a highly scalable solution for dynamical multicast
group setup with group membership anonymity. In the proposed solution, scalability and
membership anonymity are achieved via a novel design that integrates techniques such as
ciphertext-policy attribute-based encryption (CP-ABE). In our design, multicast groups are
specified through group member attributes. As these attributes are potentially able to be
shared by unlimited number of group members, our proposed scheme scales well. Also,
high level of membership anonymity is guaranteed such that every group member knows
nothing but his own group membership only. The complexity of our proposed scheme in
terms of computational overhead and ciphertext size is O(n), where n is the number of
attributes and independent to the group size.

� 2009 Elsevier B.V. All rights reserved.
1. Introduction

Multicast is a very important communication function
that allows information to be delivered to a group of desti-
nations simultaneously and efficiently. Nowadays multi-
cast services have been widely deployed for applications
such as video conference and distance learning. We can
imagine that in the near future, various multicast-based
applications will be increasingly deployed [7,15]. Besides
commercial applications, we believe that multicast services
will be definitely applied in military and emergency tasks.

In mission-critical application scenarios, confidentiality
of the information transmitted in a multicast session is a
fundamental security service to multicast communication.
. All rights reserved.
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To encrypt a multicast session, a new group key must be
encrypted by some key encryption keys (KEKs) and then
distributed to all group members. Many approaches for
secure multicast communication have been proposed in
recent years, e.g., [17,9], in which group establishment is
usually realized via broadcast encryption. These schemes
mostly rely on a central key server to distribute the new
group keys and to perform rekeying operations. The central
key server is responsible to find the minimal set of KEKs
that cover all the group members but are not known to
any non-members, and then distribute the new group
key encrypted by those KEKs to every group member.
When we are dealing with dynamically established groups
for large-scale networks, even with a very efficient rekey-
ing coding scheme such as SD [12], the complexity in terms
of computation and communication overhead is linear to
the number of group members. In large-scale application
scenarios, such a complexity represents a heavy computa-
tion and communication overhead and thus makes these
schemes unpractical.
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Privacy is another concern for mission-critical multicast
applications. In many situations, membership information
of the group should be protected. The system may not
want anyone, including the intended recipients, to know
which other or totally how many members are involved
in a task. Ideally, high level of membership anonymity
[14] should be achieved even under powerful attacks.
Unfortunately, current constructions of broadcast encryp-
tion schemes are seldom designed with membership ano-
nymity in mind with the only exception of [1]. However,
[1] is not suitable for large-scale networks as the size of
ciphertext as well as the computation load grow linearly
with the number of users. It is desirable to introduce an
efficient scheme which can provide a high level of mem-
bership anonymity. In addition, user revocability is often
required in most multicast applications.

In this paper, we propose a more efficient group key
management and distribution scheme for dynamically
formed multicast groups. We observed that in many
cases, a dynamically formed multicast group is not simply
an arbitrary collection of unrelated nodes. Instead, they
are members with certain common attributes. For exam-
ple, in a battlefield scenario, a commander may need to
send secure messages to a group formed by ‘‘Spanish
interpreter with rank higher than second lieutenant”. In this
case, we may apply a novel cryptographic primitive called
ciphertext-policy attribute-based encryption (CP-ABE) [2]
such that we encrypt the group key under certain attri-
butes and only those who own the intended attributes
are able to decrypt it. To provide a high level of member-
ship anonymity, we enhance the current CP-ABE con-
struction and design a new algorithm. Membership
information such as ‘‘who is in the group” and ‘‘how
many members are in the group” are well protected. Un-
like [1], our scheme works well in large-scale applications
because the ciphertext size is linear to the number of the
attributes only and independent of the number of users.
In addition, single user revocability is supported in our
proposed scheme.
1.1. Our contribution

The main contributions of this paper are as follows: (1)
to the best of our knowledge, this is the first work on on-
demand multicast group setup with membership anonym-
ity which is guaranteed even when the system is under
powerful attacks, e.g. collusion attacks; (2) our scheme is
highly scalable; (3) single user revocability is supported.
In our scheme, both the computation complexity and com-
munication complexity are O(n), where n is the number of
the attributes and independent of the number of users.
1.2. Related work

Traditionally, multicast group key delivery relies on
broadcast encryption techniques. In recent years, a novel
cryptographic primitive is proposed, namely ciphertext-
policy attribute-based encyption (CP-ABE), which is able
to provide more flexible yet secure data encryption for
one-to-many communications. This section provides a
brief review of the two techniques that may be suitable
for group key distribution.

Broadcast encryption was first formally explored by Fiat
and Naor [8] in 1993. The main effort of previous work on
broadcast encryption thereafter, e.g., [3], is on efficient
broadcast and collusion resistance. Receiver anonymity
had not been addressed until a private broadcast encryp-
tion scheme was proposed by Barth et al. [1] in 2006. In
this scheme, a random symmetric key K is generated to
encrypt the message M, which is the group key if applied
to multicast group setup. K is encrypted once with each
receiver’s public-key. The sender attaches its signature
on M to the ciphertext to prevent chosen-ciphertext at-
tack. Each receiver deduces M by decrypting his part of
ciphertext using his secret key. This scheme can protect
receivers’ identities effectively. However, the length of
ciphertext is linear to the number of receivers. Moreover,
this scheme does not protect the privacy information of
‘‘how many group members (GMs) are in the group”.
Eavesdroppers can easily deduce the number of receivers
from the length of the ciphertext. Although the authors
claim that this information can be hidden by padding
the recipient set to a given size using dummy recipients,
we argue that this will make the scheme inefficient and
unscalable.

Ciphertext-policy attribute-based encryption (CP-ABE)
was first proposed by Bethencourt et al. [2]. In CP-ABE,
each user is associated with a set of attributes. On each
attribute, the user is assigned a secret key. When encrypt-
ing a message, the encryptor generates an access tree spec-
ifying the threshold access structure for his interested
attributes and sends it in plaintext. Message is then en-
crypted based on this access tree such that only those
whose attributes satisfy the access structure can decrypt
it. CP-ABE makes per message access control possible.
Communication and computation complexity is just linear
to the number of attributes and independent of the num-
ber of recipients. Secrecy of the message is protected even
under collusion attacks.

Based on CP-ABE, Cheung et al. [5] proposed a collusion
resistant group key management scheme. This paper en-
hances the flat table (FT) group key management schemes
[16,4], which are vulnerable to collusion attacks, by
defining each bit of user’s ID as an attribute. With these
attributes defined, the proposed scheme is able to employ
CP-ABE to encrypt the group key and thus realizes collu-
sion resistance. Following the similar attribute definition
method, Cheung et al. proposed a provably secure CP-
ABE scheme in [6]. In this paper, each attribute has three
occurrences: positive, negative, and don’t care. The access
structure in their basic scheme is assumed to be 1-level
AND gate only. Our design shares the similar idea on attri-
bute definition by assuming that each attribute just has
two possible occurrences, i.e., positive and negative. One
significant difference between [6] and our proposed
scheme is that the access policy is no longer transmitted
in the latter. Consequently, our construction is able to con-
ceal the information of ‘‘who is in the multicast group” and
‘‘how many GMs are in the group”. A high level of anonym-
ity is therefore achieved. Actually, none of current CP-ABE
schemes [2,6] is designed with membership anonymity in
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mind. Eavesdroppers can easily derive who is the intended
receiver from the access policy which is send in plaintext.

The rest of this paper is organized as follows: Section 2
discusses models and assumptions as well as some tech-
nique preliminaries. Section 3 presents our solution. Sec-
tion 4 evaluates the performance of our proposed
scheme. We conclude this paper in Section 5.
2. Models and goals

In this section, we first discuss models and assumptions
used in our design. We then define several levels of ano-
nymity that can be used to evaluate the strength of ano-
nymity protection. Finally, we clearly present our
security goals.

2.1. Models and assumptions

Network model: in our scheme, we assume there is a sin-
gle group controller (GC) in the network that is the initiator
of every multicast group. All the potential group members
(GMs) are preloaded with secret keys generated by GC. La-
ter on GC could broadcast the encrypted group key to all
these potential GMs such that only the intended GMs are
able to decrypt. In this way, GC is able to pick out any sub-
set of the GMs to form a multicast group. In this scheme,
we assume the wireless network is able to deliver broad-
cast packets efficiently to GMs using existing routing pro-
tocols. We also assume the wireless device that each GM
carries has the capability to support some expensive cryp-
tographic primitives. In wireless networks traffic is trans-
mitted via open channels. Therefore, transmissions could
be overheard by eavesdroppers.

Trust model: in our design, we assume GC to be a trusted
party. It holds each GM’s secret key and the system master
key as we will discuss later. GMs are neither trustworthy to
GC nor between themselves. Therefore, any GM is not ex-
pected to know others’ membership information as well
as the multicast group size.

Adversary model: The adversary could be any party ex-
cept for GC. He has the ability to control t out of n GMs,
where t� n. However, he has no way to compromise or
spoof GC. The adversary’s main goal of anonymity violation
is to learn the i information such as ‘‘who is in the group”
and ‘‘how many GMs are in the group”. Such an attack could
be executed either by a single adversary or by a small num-
ber (less than t) of cooperative adversaries.

2.2. Security goals

Our main security goals are as follows:

� Confidentiality of the group key. The group key can only
be decrypted by intended GMs. Unintended recipients
should not have the capability to derive the group key
even if they collude.

� High level of anonymity We want to protect the informa-
tion of ‘‘who is in the group” and ‘‘how many GMs are in
the group” from the adversary. To achieve this goal, we
need to prevent the adversary from knowing the under-
lying access structure associated with the ciphertext and
keep the ciphertext size unaffected by the selection of
the access structure.

� Revocability The system should have the ability to
revoke any single GM or a group of GMs sharing com-
mon attributes, which also means forward secrecy of
the scheme.

� Backward secrecy A new GM should not have the
ability to access data that were transmitted before he
joined.

2.3. Preliminaries

This section briefly discusses preliminary techniques
that will be used in our design.

2.3.1. CP-ABE scheme
A typical CP-ABE scheme consists of four algorithms:
Setup: this algorithm takes as input a security parame-

ter j. It outputs a master key MK and the public parameter
PK.

Encrypt: this algorithm takes as input the public param-
eter PK, a message M, and an access structure T. It outputs
the ciphertext CT which has the following format:

CT ¼ ðT; eC ; C;8y 2 Y : CyÞ;

where eC ¼ M � X and X is a blind factor used to hide M. Y is
the intended attribute set. C and all the Cy’s are ciphertext
components that help decryptors reconstruct the blind fac-
tor X and thus derive the message M.

KeyGen: this algorithm takes as input the master key
MK and a set of attributes S associated with the user. It out-
puts a secret key SK that identifies with S.

Decrypt: this algorithm takes as input the ciphertext CT
and a secret key SK for an attributes set S. If only S satisfies
the access structure T, does it return the message M.

Note that, the access structure T here is transmitted to
the recipients in plaintext. We refer to [2,6] for more de-
tails on CP-ABE.

2.3.2. Bilinear maps
Our design is based on some facts about groups with

efficiently computable bilinear maps.
Let G0 and GT be two multiplicative cyclic groups of

prime order p. Let g be a generator of G0. A bilinear map
is an injective function e: G0 �G0 ! GT with the following
properties:

(1) Bilinearity: for 8u;v 2 G0 and a, b 2 Zp, we have
eðua;vbÞ ¼ eðu;vÞab.

(2) Non-degeneracy: eðg; gÞ – 1.
(3) Computability: There is an efficient algorithm to

compute eðu;vÞ for 8u;v 2 G0.
3. The proposed scheme

This section describes our proposed scheme. In the fol-
lowing parts, we first introduce how attributes and the ac-
cess structure are defined in our scheme. Then, we give an
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overview of our scheme. The detailed description for each
algorithm of our proposed scheme is presented afterwards.
In the last part of this section, we discuss the security re-
sult of our scheme.

3.1. Attributes and access structure

Attributes definition: in this work, we differentiate two
kinds of attributes: application level attributes and algorithm
level attributes. Application level attributes refer to those
meaningful to human being, e.g., skill, occupation, rank,
etc. Algorithm level attributes refer to those suitable for
computer to interpret. Application level attributes can be
mapped to algorithm level attributes. The mapping meth-
od is another interesting topic which is out of the scope
of this work. In this paper, an attribute refers to an algo-
rithm level attribute which is defined in such a way that
it has two possible occurrences: positive and negative. We
assume each algorithm level attribute is meaningful to
every recipient. Therefore, the don’t care case for any attri-
bute is not considered in this paper. To formally represent
each attribute, we use symbols Atti;1 and Atti;0 to denote the
positive and the negative occurrences of attribute i respec-
tively, where i 2 Zn is the index of the attributes and n is
the total number of attributes. The set of attributes that
each GM possesses is fAtti;bj8i 2 Zn; b ¼ 0j1g. In our scheme
description, we also use the binary string Xn�1Xn�2 � � �X0 to
denote the set of attributes that the GM possesses, where
bit value 1 and 0 represent positive and negative occur-
rences of the attribute, respectively.

Access structure: we use 1-level AND logic over algorithm
level attributes to represent the access structure. For exam-
ple, in the case of n ¼ 4, an access structure may have the
form ðattribute3ispositiveÞ ^ ðattribute1isnegativeÞ. If we
use a product term to represent this access structure, it
would be X3

�X1. OR logic can be simulated using concatena-
tion. Complex access structures over application level attri-
butes can be easily realized using these logics. For example,
we can realize the access structure ‘‘rank > second lieuten-
ant” as follows: first, we map the application level attribute
rank to a set of algorithm level attributes by enumerating
all the ranks: {� � �, lieutenant, captain, � � �}. Then, the logic
‘‘rank > second lieutenant” can be implemented by AND all
the negative algorithm level attributes for ranks lower than
lieutenant. In this way, we can realize access structures
over application level attributes such as ‘‘ðrank > second
lieutenantÞ ^ ðservice year < 5 yearsÞ ^ ðgender ¼ femaleÞ”.
In the remaining part of this paper, we just consider the
access structure over algorithm level attributes which can
be represented via one product term, i.e., AND logic only.
The term attribute in the remaining part of this paper refers
to algorithm level attribute.

3.2. Scheme overview

Our scheme is composed of four algorithms: Setup, Key-
Gen, Encryption, and Decryption. The functionality of each
algorithm here is similar to that of the CP-ABE scheme.
The main difference is that our proposed scheme, if applied
to multicast group setup, protects the membership infor-
mation well while current CP-ABE schemes do not. To
achieve membership anonymity, our scheme omits the ac-
cess structure T from the ciphertext CT. To enable decrypt-
ing without the access structure while protecting the
membership information, our scheme is designed as fol-
lows: first, our ciphertext comprises components for both
positive and negative occurrence of all the attributes. Posi-
tive and/or negative attributes interested by the access
structure are secretly marked so that it is hard to distin-
guish them from unmarked attributes. This effectively pre-
vents eavesdroppers from deducing the membership
information from the ciphertext. Second, our Decryption
algorithm requires the recipient to take as input secret
key components of all his attributes. After decryption, the
recipient know nothing about which or how many attri-
butes grant or decline him the access. This prevents the in-
tended group members from knowing others GMs’
membership information. As our current design is not a
public-key solution, only the GC can setup the multicast
group. Such a construction may satisfy the requirements
of applications where group setup should be strictly con-
trolled. We leave the public-key construction as a future
work.

3.3. Scheme description

The four algorithms of our scheme are defined as
follows.

Setup : this algorithm chooses a bilinear group G0 of
prime order p with generator g. Each attribute is then
mapped to an element of group G0. Let hi;b denote the cor-
responding element in group G0 of attribute Atti;b. We have
hi;0 ¼ gai and hi;1 ¼ gbi , where ai and bi are randomly gener-
ated from Zp. Let ci ¼ ai þ bi. ai and bi should be chosen in
the way that ai; bi, and ci are all non-trivial. This algorithm
also chooses other two random numbers a; b 2 Zp. The sys-
tem master key (MK) is output as follows:

MK ¼ ða;b; fai; big8i2Zn
Þ:

MK is only known to GC. Note that hi;0 and hi;1 are also only
known to GC.

KeyGen: this algorithm takes as input a GM’s attribute
set Xn�1Xn�2 � � �X0 and generates his secret key as follows:

SK ¼ ðD ¼ gðaþrÞ=b;D0 ¼ gr;D00 ¼ gbr ; fDi ¼ hr
i;Xi
g8i2Zn

Þ;

where r is a random numbers chosen from Zp. Xi is the va-
lue of the ith attribute and Xi is its inverse.

Encryption: this algorithm takes as input the group key
(GK), the access structure which is a product term, and the
master key (MK). It outputs the ciphertext with the follow-
ing format:

CT ¼ ðeC ; �C; fbCjgj¼0;1; fCig8i2Zn
Þ;

where eC ¼ ðGKkMACÞ � X and X is a blind factor used to
hide ðGKkMACÞ. MAC is the message authentication code
for GK. ‘‘k” means concatenation. Č, bCj’s, and Ci’s are cipher-
text components to help decryptors reconstruct X and thus
derive GK. Each bit of the GM’s attribute set Xn�1Xn�2 � � �X0

corresponds to a ciphertext component Ci which is a triple
as we will describe later in this section. Before presenting
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the details of CT construction, we define notation as fol-
lows: Each symbol in a product term is called a literal, de-
noted by X 0i if it is for the ith bit of GM attribute set. If
the symbol has the form X;X 0i ¼ 0; otherwise X 0i ¼ 1. We
denote the product term by S. The string ‘‘there is a literal
in S for the ith bit of a GM’s attribute set Xi” is represented
by ‘‘Xi 2 S”. CT is constructed by the following steps:

� Step 1. Random Number Generation. GC chooses random
numbers s0; s1; . . . ; sn�1; k0; k1 2 Zp, and set d ¼

Pn�1
j¼0 cisi.

� Step 2. Ci Computation. Ci is a triple of the form
Ci ¼ ðgsi ;Ci;0; Ci;1Þ and si is a random number generated
in step 1. Both Ci;0 and Ci;1 are elements of group G0. If
Xi 2 S, GC chooses a random number ti 2 Zp and calcu-
lates Ci;X0i

¼ hsiþti
i;X0i

and Ci;1�X0i
¼ hsi

i;1�X0i
. Otherwise, it out-

puts Ci;0 ¼ hsi
i;0 and Ci;1 ¼ hsi

i;1.
� Step 3. Č Computation and Ci update. GC first computes a

value gs0 as follows:

gs0 ¼
Yn�1

i¼0

ðCi;0Ci;1Þ ¼ gdþx;

where x is some number in Zp such that

gx ¼
Y
8j;X0j2S

h
tj

j;X0j
: ð1Þ

Then, GC computes �C ¼ gbs0 . Finally, it updates Ci;0 and
Ci;1 for all i 2 Zp as follows:

Ci;0 ¼ gk0 Ci;0; Ci;1 ¼ gk1 Ci;1:

Table 1 illustrates an example vector ðC3;C2;C1;C0Þ for
product term X3X2X0, where n ¼ 4.

� Step 4. Ciphertext Generation. Ciphertext is output as
follows:

CT ¼ ðeC ¼ ðGKkMACÞeðg; gÞas0
;

�C ¼ gbs0 ; fbCj ¼ g
kj
b gj¼0;1; fCig8i2Zn

Þ; ð2Þ

where MAC = hash(GK). hash(�) is an one way hash func-
tion using algorithms such as SHA-1 [13].
Decryption: this algorithm takes as input the ciphertext
CT and the GM’s attribute set. It returns the group key
GK if the GM’s attributes satisfy the access structure.
Otherwise, it returns an error symbol ?.

� Step 1. Credential Pairing. Assume the GM’s attribute set
is Xn�1Xn�2 . . . X0. It first calculates

Bj ¼ eðbCj;D
00Þ ¼ e g

kj
b ; gbr

� �
¼ eðg; gÞrkj ; j ¼ 0;1:
Table 1
Vector for product X3X2X0.

gsi Ci;0 Ci;1

C3 gs3 gk0 hs3þt3
3;0 gk1 hs3

3;1

C2 gs2 gk0 hs2
2;0 gk1 hs2þt2

2;1

C1 gs1 gk0 hs1
1;0 gk1 hs1

1;1

C0 gs0 gk0 hs0
0;0 gk1 hs0þt0

0;1
Then, for each i 2 Zn, it picks Ci;Xi
from Ci and computes a

value Fi for bit i of his attribute set as follows:

Fi ¼ eðDi; gsi ÞeðCi;Xi
;D0Þ=BXi

¼ eðhr
i;Xi
; gsi ÞeðgkXi hsiþti

i;Xi
; grÞ=BXi

¼ eðg; gÞrcisi eðg; hi;Xi
Þrti : ð3Þ

In (3), ti ¼ 0 if Xi R S. Otherwise, ti – 0. In the last step of
derivation, we cancel BXi

and eðg; gÞrkXi as they are equal.
� Step 2. Pairing Aggregation. GM aggregates the Fi’s and

computes another value F as follows:

F ¼
Yn�1

i¼0

Fi ¼
Yn�1

i¼0

eðg; gÞrci si eðg;hi;Xi
Þrti ¼ eðg; gÞrdeðg; gÞrx0

x0 is some number (unknown) in Zp such that

gx0 ¼
Yn�1

i¼0

hti
i;Xi
¼
Y
8i;Xi2S

hti
i;Xi
; ðti ¼ 0; ifXi R SÞ: ð4Þ

Therefore,

eðg; gÞrx0 ¼
Yn�1

i¼0

eðg; hi;Xi
Þrti ; x0 2 Zp: ð5Þ
Theorem 1. x ¼ x0 iff the GM’s ID contains all the literals of
the product, i.e., the GM is in the multicast group.
Proof. By Eqs. (1) and (4), it is easy to see that if the GM’s
ID contains all the literals of the product, x ¼ x0. On the
other hand, if the ID does not contain all the literals of
the product, the GM has negligible probability to output
F in which x0 ¼ x since ti’s are all random numbers. h
� Step 3. GK Derivation. GM derives the GK as follows:

M0 ¼
eC

eð�C;DÞ=F
¼ ðGKkMACÞeðg; gÞas0

eðg; gÞðas0þrs0 Þ
=eðg; gÞrðdþx0 Þ

¼ ðGKkMACÞeðg; gÞrðx
0�xÞ

: ð6Þ

� Step 4. GK Verification. We assume GK and MAC have
fixed lengths of n1 and n2 bits, respectively. To verify if
she is in the intended multicast group, each GM takes
the first n1 bits and the remaining n2 bits from M0,
denoted by M1 and M2, respectively, and checks if
M2 ¼ hashðM1Þ.

From Theorem 1 and Eq. (6), we know that only the in-
tended GMs can recover ðGKkMACÞ correctly. Therefore,
only for the intended GMs, equation M2 ¼ hashðM1Þ holds
and M1 equals GK.

3.4. Security analysis

We analyze security of our scheme in terms of its cor-
rectness and fulfillment of our security goals.

Correctness of our design can be shown by the following
theorems.
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Theorem 2. GM can decrypt GK iff he holds all the attributes
required by the GC.
1 Note that since GC knows the master secret key MK, he can first
calculate the exponents and then compute Ci;j; j ¼ 0j1, by one EXP
operation. We present the calculation of Ci;j by two EXP’s and one MUL in
the algorithm just for clear description of our scheme. It is the similar case
for gs0 .
Proof. To decrypt GK, blind factor eðg; gÞas0 should be
removed from eC as illustrated by Eq. (6). The only way to
construct eðg; gÞas0 is to perform a bilinear mapping
between gbs0 and gðaþrÞ=b, i.e., eðgbs0 ; gðaþrÞ=bÞ, which intro-
duces another blind factor eðg; gÞrs0 . As shown in Eq. (6),
cancelling this blind factor requires x ¼ x0 holds. By Theo-
rem 1, x ¼ x0 holds iff the GM holds all the attributes
required by the GC. h

Theorem 3. Except for the GC, it is hard for any other parties
to generate a valid secret key component Di for attribute Atti;Xi

even if they have already known secret key components of
other attributes.

Proof. As defined in Section 3, hi;Xi
¼ gai or gbi , where

ai; bi 2 Zp are two independent random numbers. Without
lose of generality, we assume hi;Xi

¼ gai . Therefore, the
secret key component for attribute Atti;Xi

is
Di ¼ hr

i;Xi
¼ grai , where r and ai are not known to any GM.

Any GM not assigned the attribute Atti;Xi
only knows

gr ; gbr , and grbi . Without knowing ai and bi, it is hard to
manipulate grai given gr; gbr and grbi since ai and bi are inde-
pendent. Therefore, this theorem holds. h

From above theorems, we can conclude that: (1) only
the GMs with intended attributes can decrypt GK; (2)
any GM can not generate valid credentials for those attri-
butes which are not assigned to him. Therefore, our design
is correct.

Security goals can be shown met as follows.
Confidentiality of the GK: as is shown above, only in-

tended GMs can decrypt the GK. Moreover, it can be shown
that collusion does not help the unintended GMs decrypt
the GK. This is because each GM’s SK is blinded by a blind
factor r unique to each GM.

Anonymity: first, we show that the eavesdroppers are
not able to derive the access structure information (and
hence the recipient information) from the ciphertext as fol-
lows. In our ciphertext, the intended attributes are secretly
marked with a random number tj 2 Zp; j 2 Zn. Assume Ci;0

and Ci;1 of attribute i have the following form:
Ci;0 ¼ gk0 hsiþti

i;0 and Ci;1 ¼ gk1 hsi
i;1. Since hi;0 and hi;1 are not

publicly known, Ci;0 and Ci;1 appear as the form of
Ci;0 ¼ gk0 gaiðsiþtiÞ and Ci;1 ¼ gk1 gbisi from the eavesdroppers’
viewpoint. As ai and bi are randomly and independently
chosen for any attribute i, Ci;0 and Ci;1 appear to be inde-
pendent and random for the eavesdroppers. Therefore,
they are not able to tell which one is marked, without
which they can not tell which and how many attributes
are actually used in the access structure. Next, we show
that the intended recipients are not able to derive the ac-
cess structure information. This can be shown by observing
the steps in the Decryption algorithm. As is shown in the
steps, the GM does not know if he is in the multicast group
until he has aggregated the secret key components of all
his attributes and decrypted the ciphertext in Step 4. Since
his attributes take effort if only they are aggregated, the
GM can not tell which attributes grant or decline his access
to the GK, nor how many attributes contribute to the ac-
cess grant or declination. Therefore, any GM, no matter in-
tended or unintended, can not tell, even partially, which or
how many attributes are actually used in the access struc-
ture. Collusion does not help reveal this information be-
cause of the unique blind factor r in each GM’s SK. In
addition, any GM is not able to derive the number of asso-
ciated attributes from the ciphertext size because it is con-
stant in our proposed scheme.

Backward secrecy: for backward secrecy, any new GM
cannot decrypt the messages sent before he joined the
group. To achieve this goal, we can update the master
key (MK) a before any new GM joins. Similar to the process
of delivering GK, we can deliver ga0=b to all GMs. Upon ga0=b,
each GM updates a as follows: gðaþrÞ=b � ga0=b ¼ gðaþa0þrÞ=b. In
this way, a is updated as ðaþ a0Þ securely. Member revoca-
tion can be realized in the same way except that we now
update MK a to all GMs but those to be revoked.
4. Scheme evaluation

This section presents our evaluation results over the
proposed scheme in terms of computation and communi-
cation overhead as well as storage overhead. We will pres-
ent both numerical results and the experimental results.
Finally, we give a brief discussion as well as the compari-
son between our proposed scheme and existing work. In
the following part of this section, we assume the total
number of attributes is n. We denote one scalar multiplica-
tion on the elliptic curve by an EXP, and one point addition
operation by a MUL.
4.1. Numerical results

4.1.1. Computation load on GC
GC is responsible for execution of three algorithms:

Setup, KeyGen, and Encryption. The main computation load
of the algorithm Setup is caused by the calculation of hi;0

and hi;1, which involves 2n EXP operations in total. The
algorithm KeyGen is responsible for computing the secret
key SK. The main computation overhead is caused by the
calculation of fDi ¼ hr

i;Xi
g8i2Zn

. It accounts for n EXP opera-
tions. KeyGen consumes ðnþ 3ÞEXP operations in total as
the secret key components D;D0, and D00 each accounts
for one EXP. The main computation overhead of the
algorithm Encryption comes from items fCi ¼ ðgsi ;Ci;0;

Ci;1Þg8i2Zn
which represent 3n EXP operations.1 In total

the number of EXP operations required by Encryption is
ð3nþ 3Þ since Č and bC consume 1 and 2 EXP operations
respectively. In addition, Encryption requires one one-
way hash operation. The bilinear pairing operation re-
quired by the item eC can be ignored since we can
pre-compute eðg; gÞa. We do not count the integer field
operations into our computation load because they



Table 2
Cryptographic operations.

MUL EXP Pairing

Setupa 0 2n 0
KeyGena 0 n + 3 0
Encryptiona 0 3n + 3 0
Decryptionb n 0 n + 4

a Operations performed by the GC.
b Operations performed by GMs.

Table 3
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account for a trivial part as compared to operations over
elliptic curves.

4.1.2. Computation load on GM
Computation load on the GM side mainly comes from

Decryption. According to our scheme description, following
operations are required to decrypt one ciphertext: ð2nþ 3Þ
pairings and one hash. In most cases, a pairing operation is
more expensive than an EXP operation or a MUL operation.
Therefore, it is desirable to minimize the number of pairing
operations. For this purpose, we can modify our decryption
algorithm a little bit. We show this by expanding the calcu-
lation of F in Step 2 of Decryption:

F ¼
Yn�1

i¼0

Fi ¼
Yn�1

i¼0

eðDi; gsi ÞeðCi;Xi
;D0Þ=BXi

¼ e
Yn�1

i¼0

Ci;Xi
;D0

 !
�
Yn�1

i¼0

ðeðDi; gsi Þ=BXi
Þ: ð7Þ

Instead of computing eðCi;Xi
;D0Þ for each attribute as

shown in Step 1, GM can first multiply all Ci;Xi
for all i in

Zn, and then apply one pairing between D0 and the product
of the multiplication as is shown in Eq. (7). This revision
saves ðn� 1Þ pairings and causes n MUL operations on
the GM side. The computation load of Decryption algorithm
now becomes ðnþ 4Þ pairings, n MUL operations and one
hash. We do not take into count the computation of divid-
ing BXi

’s as they are trivial as compared to operations on
elliptic curves. Table 2 concludes the main cryptographic
operations required by our design.2

4.1.3. Communication load
Our ciphertext is composed of four parts:eC ; �C; fbCjgj¼0;1; fCig8i2Zn

. Each Ci has three parts: gsi ;Ci;0; Ci;1.
Therefore, the ciphertext contains ð3nþ 3Þ G0 and 1 GT

group elements in total.

4.1.4. Storage load on GM
The main storage load for each GM comes from the se-

cret key SK which represents ðnþ 3ÞG0 group elements in
total.

4.2. Experimental results

In our experiment, we implement our algorithms based
on the Pairing-Based Crypto (PBC) library [11]. We test our
program on Ubuntu 8.04 with Intel Pentium D 3.40GHz
CPU.

4.2.1. The choice of elliptic curves
In our experiment, we test on three types of elliptic

curves: supersingular curves (type A), MNT curves (type
D), and type F curves as is named in [11]. Type A curves en-
able fast pairing, while type D and type F curves require
short group element. In particular, type F curves provides
2 Hash operations are not counted in the table since they just cause a
negligible computational overhead.
1920-bit RSA security with only 160-bit group element.
For type D curves, we test on two kinds of curves, namely
d159 and d201. The detailed description of these curves
can be found in [11].

To understand how the choice of elliptic curves affects
our ciphertext size, it is necessary to discuss two kinds of
groups characterized by bilinear maps: symmetric bilinear
groups and asymmetric bilinear groups. The bilinear map
in the former case has the form: e : G0 �G0 ! GT , while
the latter has the form: e : G1 �G2 ! GT ;G1 – G2. Type
A curves are characterized by having symmetric bilinear
groups. Type D and type F curves are characterized by hav-
ing asymmetric bilinear groups. For fast pairing, we usually
choose elliptic curves from symmetric bilinear groups with
small embedding degrees. For example, type A curves have
embedding degree of 2 and base field size of G0 is 512 bits.
On the other hand, for short group size, we usually choose
elliptic curves from asymmetric bilinear groups with high
embedding degrees. For example, type F curves have
embedding degree of 12. This turns out that the base field
size of G1 is just 160 bits. The embedding degree of type D
curves is 6. The base field size of G1 is just 170 bits for
1020-bit RSA security.
4.2.2. Ciphertext size
Our design uses symmetric bilinear groups by default.

Therefore, the ciphertext size is 512ð3nþ 4Þ bits in the case
of type A curves as both G0 and GT can be represented by
512 bits. To achieve short ciphertext size, we can easily
modify our design by using asymmetric bilinear groups.
After this revision the ciphertext would just contain the
following group elements: ð2nþ 3ÞG1;nG2, and 1 GT .
Table 3 gives a summary of our ciphertext size under the
selected curves. As shown in Table 3, type A curves (super-
singular) exhibits the longest ciphertext while type F
curves provides the shortest ciphertext.
4.2.3. Computation load
In our experiment, we run our algorithms over elliptic

curves of type A (SS), d159, d201, and type F, respectively.
The number of attributes is chosen to be 4, 8, 16, 32, 64,
Ciphertext size (bits).

Type A Type d159 Type d201 Type F

512(3n + 4) 159(5n + 6) 201(5n + 6) 160(4n + 9)
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Fig. 1. Experiment result on computation load. As is shown in (a), (b), (c) and (d), computation load is linear to the number of attributes.
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128, and 256. The experiment results are shown in
Fig. 1a–d. From these figures we can see that the compu-
tation load of our scheme is linear to the number of attri-
butes, which verifies our numerical analysis results in
Table 2. As is analyzed in Table 2, computation overhead
of algorithm Setup, KeyGen, and Encryption is dominated
by scalar multiplication operations on elliptic curves.
Therefore, the elliptic curves with small base field size
are more efficient than others. This is verified by
Fig. 1a–c which show that type F curves are the most effi-
cient. Type A (SS) curves are the least efficient as is shown
in Fig. 1a and b. In Fig. 1c, however, type A (SS) curves
outperform type d201 curves and exhibit comparable
encryption efficiency with d159 curves. This is because
Encryption algorithm also involves n scalar multiplication
operations on group G2. The base field size of G2 in the
case of type F, d159, type A, and d201 are 320 bits, 477
bits, 512 bits, and 603 bits, respectively. As the base field
size of G2 is much larger than that of G1, these n scalar
multiplication operations dominate the computation load
of Encryption algorithm. Fig. 1d shows that type A (SS)
curves have the best decryption performance while type
F curves are the worst. This coincides with our previous
analysis.

Specifically, from these figures we can see that, in the
case of 256 attributes our Encrytion algorithm takes about
0.7 s under type F curves and 1 s under type D and F curves.
Our Decryption algorithm takes less than 2 s for type A
curves in the case of 256 attributes. In the case of 64 attri-
butes, Decryption takes about 0.3 s for type A curves and 1 s
for type D curves.

4.3. Discussion and comparison

From above numerical and experimental results, we can
see that our scheme exhibits an acceptable computation
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load if the number of attributes are carefully chosen. Actu-
ally, the computation overhead for both ECC and bilinear
pairing operations can be further reduced to the magni-
tude of ls under hardware implementations [10]. More-
over, as the computing power of processors is increasing
rapidly, computation overload should not be a problem.
What actually matters is the communication overload as
bandwidth is a limited resource under environments such
as wireless networks. Fortunately, the communication
overload of our scheme grows linearly to the number of
attributes only. Since attributes are shared by unlimited
number of users, communication overload of our scheme
can be well controlled even in the case of large-scale appli-
cation scenarios. As a matter of fact, even in large-scale
systems, the number of attributes required could be rela-
tively small. To evaluate the performance of our scheme,
we can compare it with current work. Currently, the only
similar work, to the best of our knowledge, is proposed
by Barth et al. [1], in that scheme, identities of the recipi-
ents are protected by encrypting the GK using every
GM’s public-key. The computational load as well as the
ciphertext size grow linear to the group size. Assume we
are using 1024 bit RSA, the ciphertext size would be
1024N bits, where N is the total number of users. This rep-
resent a huge communication load in large-scale applica-
tions and not applicable for large-scale application
scenarios. Moreover, our scheme also protects the number
of the group members while [1] does not.

5. Conclusion and future work

In this paper, we analyzed an important problem of
on-demand multicast group setup with membership
anonymity. Based on current techniques such as CP-ABE,
we proposed a scheme in which not only the multicast
group members’ identities but also the number of members
in a multicast group are concealed. Anonymity is well pro-
tected even under powerful attacks, e.g., colluding attacks.
Both attribute-based multicast group setup and single user
revocability are supported by our scheme. Numerical and
experimental results show that our scheme is suitable for
large-scale applications since its overhead is just linear to
the number of attributes, rather than the number of mem-
bers in the group. One interesting future work could be
reducing the computation and communication load while
keeping the same level of anonymity.
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