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Abstract—In a multihop wireless network environment, it has
been shown that IEEE 802.11 media access control (MAC) suf-
fers from a low-throughput problem, which is largely due to the
inefficiency in carrier sensing and spatial reuse. In this paper, we
present a location-assisted MAC protocol that schedules “feasible”
concurrent transmissions in a multihop wireless network. A simple
procedure based on location information is adopted in the pro-
posed MAC to validate the feasibility of a concurrent transmission.
Our simulation results show that the proposed scheme can effec-
tively increase the throughput and reduce the average end-to-end
delay of multihop wireless networks.

Index Terms—Concurrent transmissions, exposed terminal, me-
dia access control (MAC), multihop wireless networks.

I. INTRODUCTION

I EEE 802.11 is becoming the most popular protocol for
wireless networks [1]. It uses the so-called virtual carrier

sensing mechanism to resolve the hidden-terminal problem.
However, the so-called “exposed-terminal” problem still re-
mains. An exposed terminal, i.e., a node located within the
request-to-send (RTS) range but not in the clear-to-send (CTS)
range, is refrained from transmitting, even if its transmission
will not interfere with the other receiver. The exposed-terminal
problem hinders spatial reuse and is a key problem for network
throughput in a multihop wireless network.

Considerable effort has been made to mitigate the exposed-
node problem (see Section V). For example, it has been
found that the carrier sensing range is an important parameter
for spatial reuse, whereas using the optimal carrier sensing
range will certainly help reduce the number of exposed nodes
[2]–[6]. In addition, researchers also exploited efficient power
control for leveraging spatial reuse [7]–[11]. In the so-called
MACA-P protocol [12], a control gap is introduced between
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the RTS–CTS exchange and the subsequent DATA–ACK ex-
change, such that exposed nodes can transmit RTS–CTS
in this control interval to schedule their concurrent DATA
frame transmissions. Additional control messages, which are
called request-to-send-simultaneously (RTSS) and clear-to-
send-simultaneously (CTSS), are also used for scheduling con-
current transmissions in a recent work [13].

In this paper, we propose a new approach to improve spatial
reuse in multihop wireless networks. This approach exploits
location information to schedule concurrent transmissions. The
objective is to allow an exposed node to schedule concurrent
transmissions to improve network throughput and delay perfor-
mance. We assume that each node has its location information,
either through the Global Positioning System or many avail-
able localization algorithms [14]–[16]. We further assume that
each node is able to exchange location information with its
neighbors.

We present a location-assisted media access control (MAC)
protocol that exploits location information to validate poten-
tial concurrent transmissions. Such a scheduled transmission
should not interfere with the current transmission, and it should
not be corrupted by the current transmission. We first present
a simple analysis of the feasible region for target receivers of
an exposed node and then use these constraints for validating
a feasible transmission from an exposed node. We incorpo-
rate this idea into a new MAC protocol for single or multi-
hop wireless networks. Compared with existing approaches,
the proposed MAC protocol only introduces marginal control
overhead (e.g., exchanging location information with one-hop
neighbors when a node moves). The scheduling of concurrent
transmissions is transparent to the current sender–receiver pair,
making it backward comparable with the original IEEE 802.11
MAC. We further implement this proposed protocol on the
ns−2 simulator. Through extensive simulation studies, we find
that the proposed scheme can improve throughput and delay
performance for various multihop wireless networks.

The remainder of this paper is organized as follows: In
Section II, we explore the feasible region of target receivers of
an exposed node. Section III presents the proposed location-
assisted MAC protocol, with simulation results given in
Section IV. Section V reviews related work, and Section VI
concludes this paper.

II. FEASIBLE REGION ANALYSIS

In this section, we find the region where an exposed node’s
transmission can successfully be completed. Throughout this
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Fig. 1. Feasible region of scheduled receivers.

paper, we call a transmission that comes in first the chan-
nel current transmission. The transmitter and receiver of the
current transmission are termed current transmitter and cur-
rent receiver, respectively. On the other hand, a concurrent
transmission from an exposed node, which is opportunisti-
cally scheduled to coexist with the current transmission, is
termed scheduled transmission. The transmitter and receiver of
the scheduled transmission are termed scheduled transmitter
and scheduled receiver, respectively.

All nodes are assumed to have the same type of radio
and identical transmit power. We consider the two-ray ground
propagation model [17]. Under this model, the relation be-
tween the transmit power Pt and the received power Pr is
Pr = PtGtGr(h2

t h
2
r)/(d4), where Gt and Gr are the gains

of the transmit and receive antennas, respectively; ht and
hr are the heights of transmit and receive antennas, respec-
tively; and d is the distance between the transmitter and the
receiver.

For a target receiver, let Pr and Pi denote the received
transmit power (with a distance of dT from the receiver) and
the received interference power (from an interfering source at a
distance of dI from this receiver), respectively. For successful
reception, the signal-to-interference ratio (SIR) at the receiver
should be greater than a threshold TSIR, i.e.,

SIR = Pr/Pi ≥ TSIR > 1. (1)

From the two-ray ground model and (1), the transmission of
a node located within a distance of dT

4
√

TSIR from the target
receiver can interfere with the current transmission. Therefore,
the interference range Ri is defined as [18]

Ri = dT
4
√

TSIR. (2)

Without loss of generality, let the coordinates of the current
transmitter, the current receiver, the scheduled transmitter, and
the scheduled receiver be (d, 0), (d + k, 0), (0, 0), and (x, y),
respectively, as shown in Fig. 1. We focus on the feasible
location of the scheduled receiver to show when a scheduled
transmission is allowed. Based on (2), boundary points of
the area within which the scheduled transmission will not
be interfered by the current transmission can be calculated

from c
√

x2 + y2 =
√

(x − d)2 + y2, where c = 4
√

TSIR > 1.
Rearranging the aforementioned equation, we obtain(

x +
d

c2 − 1

)2

+ y2 =
c2d2

(c2 − 1)2
. (3)

That is, this region is a disk centered at (−d/(c2 − 1), 0) with
a radius cd/(c2 − 1), which is shown as the shaded area in
Fig. 1. On the other hand, the scheduled receiver should be
located within the scheduled transmitter’s transmission range
to correctly receive the frame, i.e.,

R2
tx ≥ x2 + y2 (4)

represented by the dashed disk in Fig. 1. Nodes that are out
of the dashed circle cannot successfully decode the scheduled
transmission, even if the current transmission is absent. There-
fore, the feasible region of a scheduled receiver, which is termed
feasible region and denoted as F , is finally the overlapped
portion of these two disks.

When Rtx is larger than or equal to d/(c − 1), the dashed
disk covers the entire solid disk. On the other hand, when d <
Rtx < d/(c − 1), the two disks partially overlap each other. In
this case, there exist two intersection points, and their coordi-
nates are (a, b) and (a,−b), respectively (see Fig. 1), where

a =
d

2
− c2 − 1

2d
R2

tx

b =

√
−d2

4
+

c2 + 1
2

R2
tx − (c2 − 1)2

4d2
R4

tx

.

Let ρ be the ratio of the feasible region to the transmission
region, termed feasible ratio. We have (5), shown at the bottom
of the next page, where⎧⎪⎪⎨

⎪⎪⎩
θ1 = 2 arctan(−b/a)
θ2 = 2 arctan(b/a)
ϕ1 = 2 arctan

{−b/
[
d/(c2 − 1) + a

]}
ϕ2 = 2 arctan

{
b/

[
d/(c2 − 1) + a

]}
.

Equation (5) allows us to evaluate the impact of the net-
work parameters on the feasible region F and feasible ratio
ρ. Generally, the larger the F or ρ, the higher the chance of
allowing a feasible scheduled transmission. Fig. 2(a) plots ρ for
increased Rtx. We find that ρ is a strictly decreasing function of
Rtx, since larger Rtx will cause more severe interference at the
scheduled receiver. To schedule more concurrent transmissions,
it may be desirable to reduce the transmission range (if allowed
by the network connectivity requirement). Fig. 2(b) plots ρ for
increased d (i.e., the network gets sparser). As d gets larger,
the feasible region of the scheduled receiver also increases.
This result is as expected since the current transmitter is an
interferer to the scheduled receiver. Increasing d means that
the interfering node becomes further away, and the interference
becomes smaller.

III. LOCATION-ASSISTED MAC PROTOCOL

We now present a location-assisted protocol to enhance
the IEEE 802.11 MAC for concurrent transmissions within a
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Fig. 2. Impact of network parameters on the feasible ratio ρ (TSIR = 10).
(a) Transmission range Rtx (d = 200). (b) Distance between the two trans-
mitters d (Rtx = 250).

neighborhood. We first discuss the key steps in the proposed
scheme and then present the complete distributed protocol.

A. Identifying an Exposed Terminal

When a node first overhears an RTS and then a DATA frame
from the same transmitter, it can be identified as an exposed
terminal with regard to the overheard transmission. In practice,
however, information such as frame type will only be available
at the MAC layer after the entire frame is received and verified
by checking the frame check sequence trailer. When a node
recognizes itself as an exposed terminal in this manner, it will
be too late to schedule any concurrent transmission. To schedule
concurrent transmissions, exposed terminals should be identi-
fied before the current DATA frame transmission begins.

We adopt a cross-layer approach to identifying exposed
terminals, which exploits PHY frame header information for
early DATA frame identification. The IEEE 802.11 PHY frame
structure is shown in Fig. 3 for direct spread-spectrum sequenc-

Fig. 3. IEEE 802.11 PHY frame structure when DSSS is used.

ing (DSSS). As soon as the physical-layer convergence protocol
(PLCP) header, which precedes the current MAC DATA frame,
is completely received and verified (by checking the header
error check (HEC), a 16-bit cyclic redundancy check code), the
exposed node will know the MAC protocol data unit length.
The exposed node can determine if the MAC frame is DATA
from the length information since DATA frames are always
longer than control frames (i.e., RTS, CTS, and ACK). By
comparing the Length value with that in the preceding RTS,
the exposed node can infer if the RTS and the DATA frame
are from the same sender. It can further validate its inference
if the interval between the DATA frame and the RTS is (short
interframe space (SIFS) + CTS + SIFS) plus some propagation
delay.

B. Validating a Scheduled Transmission

When a node is identified as an exposed terminal, its trans-
mission should first be validated. Such validation is necessary
since a scheduled transmission may not always be feasible,
as discussed in Section II. By exploiting location information,
we can correctly identify scheduled transmissions that will
not be interfered by the current transmission [see Fig. 4(a)].
Furthermore, for both DATA frames to be successfully deliv-
ered, the corresponding ACK transmissions should not interfere
with each other either. In the case of ACK transmission, the
roles of transmitter and receiver are switched, as shown in
Fig. 4. Therefore, to prevent collisions between the two ACK
frames, the current receiver should be out of the interference
range of the scheduled transmitter, and the scheduled receiver
should be out of the interference range of the current transmitter
[see Fig. 4(b)].

Fig. 5 presents procedure validate_schdTx(). It evalu-
ates the feasibility of a scheduled transmission by consider-
ing both DATA and ACK frames. Recall that the location
information of a node’s neighbors is available, which is used
in the validation procedure. In Fig. 5, d1 is the distance
between the scheduled transmitter and the current receiver,
whereas d2 is the distance between the current transmitter and
the scheduled receiver. These can easily be computed from the

ρ =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

c2d2

R2
tx(c2−1)2

, for Rtx ≥ d
c−1

θ1
2π − sin θ1

2π + c2d2

R2
tx(c2−1)2

(
1 − ϕ1

2π + sin ϕ1
2π

)
, for

√
c2+1

c2−1 d ≤ Rtx < d
c−1

θ1
2π − sin θ1

2π + c2d2

R2
tx(c2−1)2

(
ϕ2
2π − sin ϕ2

2π

)
, for d√

c2−1
≤ Rtx <

√
c2+1

c2−1 d

1 − θ2
2π + sin θ2

2π + c2d2

R2
tx(c2−1)2

(
ϕ2
2π − sin ϕ2

2π

)
, for d < Rtx < d√

c2−1

(5)
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Fig. 4. DATA and ACK transmissions for the current transmission from
Node 2 to Node 1 and the scheduled transmission from Node 3 to Node 4.
(a) DATA frame transmission. (b) ACK frame transmission.

Fig. 5. Procedure validating a scheduled transmission. The variables d1, d2,
R1

i , and R2
i are shown in Fig. 4.

coordinates of these nodes. Furthermore, R1
i and R2

i are the
interference ranges of the current receiver and the scheduled
receiver, respectively; R1

i and R2
i are also the interference

ranges of the current transmitter and the scheduled receiver,
respectively. These interference ranges can be estimated using
a proper propagation model, e.g., (2). Note that condition (4)
is automatically satisfied since the scheduled transmitter and
receiver are one-hop neighbors of each other. The first two
conditions in Line 3 test the feasibility of the concurrent DATA
transmission, whereas the last two conditions in Line 3 check
the feasibility of the concurrent ACK transmission. An exposed
node will not proceed to schedule a concurrent transmission
if either of the aforementioned conditions is violated.

C. Scheduling a Concurrent Transmission

If the validation is passed, the exposed terminal will try to
schedule its concurrent transmission. Fig. 6 provides an exam-
ple. The starting time of a scheduled transmission is determined
as follows: First, the value schdTx_margin is computed as

schdTx_margin = current_duration − SIFS − CTS − SIFS
− (PLCP reading time)
− (scheduled data duration)
− SIFS − ACK
− (round-trip propagation delay) (6)

where current_duration represents the duration carried in the
preceding RTS of the current transmission.

Suppose that there are multiple nodes near the current trans-
mitter, then more than one node can be identified as exposed
terminals. Since we are developing a fully distributed protocol,
each exposed node may start to transmit, and there may be
collisions among themselves. To play on the safe side, we take a
conservative approach to introduce a random delay to differen-
tiate the starting times of potential concurrent transmissions. A
random value td is generated similar to the backoff mechanism

td = (random_integer % tmax
d ) × aSlotT ime (7)

where tmax
d is an upper bound for td, computed as tmax

d =
�schdTx_margin/aSlotT ime�. Note that the random delay
is a multiple of aSlotTime (20 μs in IEEE 802.11b [1]). If
schdTx_margin is negative, the scheduled transmission can-
not fit into the current data transmission period, and it will
not be scheduled. Otherwise, the scheduled data frame may be
transmitted following the received PLCP preamble and header
after an additional delay td. If tmax

d is sufficiently large, the
probability that multiple scheduled transmissions concurrently
start will be negligible.

Once an exposed terminal gets a positive schdTx_margin
value, it will start a timer with a value td after detecting the
beginning of the current DATA frame transmission. During
the interval, it will keep on detecting if there is a scheduled
transmission from another exposed terminal (in addition to the
current transmission).1 If it detects a scheduled transmission,
it will cancel its timer. Otherwise, when the timer times out, it
will start to schedule its concurrent transmission.

Due to the introduction of the random delay td, two ACKs
for the current and scheduled transmissions may not be aligned.
To let the scheduled receiver know when to transmit ACK,
we introduce a new frame type for the scheduled DATA. The
new frame type has one extra field, which is termed Tinfo, to
carry the random delay value (tmax

d − td/aSlotT ime). We can
use the reserved value of Type and Subtype, e.g., value “11”
for these types of frames [1]. When a normal DATA frame
is received, an ACK frame is sent after SIFS. When a DATA
frame of type “11” is received, ACK is sent after SIFS plus
(Tinfo × aSlotT ime).

It is worth noting that with the aforementioned mechanism,
concurrent transmissions from exposed nodes will not collide
with the current transmission. However, there is still a slight
chance for multiple scheduled transmissions to collide with
each other due to the multihop characteristics of the network
and the fully distributed nature of the proposed scheme. In
Section IV, we show via extensive simulations that the amount
of such collisions is generally negligible. To avoid such colli-
sions, multiple rounds of signaling are necessary, which will

1We assume that the radio device of an exposed node can detect such events.
For example, a concurrent transmission from another exposed node (with a
smaller timer value) can be detected by a sudden increase in the instant received
signal-strength indicator [1]. The exposed node can also decode the received
current DATA frame (rather than discarding it). It can infer the presence of a
concurrent transmission when the PHY bit error rate suddenly increases.
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Fig. 6. Timeline illustration for the operation of the proposed protocol.

Fig. 7. State-transition diagram of the location-assisted MAC protocol, which
has four states: 1) the initial state Sidle; 2) the intermediate state Sint;
3) the exposed-terminal state Sexp; and 4) the scheduled transmission sate Stx.

incur higher control overhead. Such a tradeoff will be an
interesting problem for further investigation.

D. Distributed Protocol

We are now ready to put all the pieces together. The ba-
sic operation of this MAC protocol resembles that of IEEE
802.11 MAC. By incorporating the identification, validation,
and scheduling procedures previously described, it can sched-
ule concurrent transmissions from exposed nodes, thus leverag-
ing spatial reuse and improving network throughput.

The state-transition diagram of the proposed protocol is given
in Fig. 7, where the solid arrows indicate the state transition
path of a successfully scheduled transmission. First, based on
the frames overheard from the medium, a node may identify it-
self as an exposed terminal. Specifically, after receiving an RTS
destined to some other node, the node enters the intermediate
state Sint. If a DATA frame from the same sender is detected
as discussed, the node enters state Sexp. However, only nodes
passing the validation process of the scheduled transmission
will remain in Sexp. The validation process determines the
following conditions: 1) whether the scheduled transmission
will collide with the current transmission by running procedure
validate_schdTx(), as shown in Fig. 5 and 2) whether the
scheduled data frame can fit into the transmission period of the
current data frame. That is, if schdTx_margin is nonnegative.

A timer with a value td will start if and only if both conditions
are satisfied. However, the timer could be canceled if multiple
concurrent transmissions (i.e., the current transmission and
other scheduled transmissions) are detected before it expires,
as indicated by the vertical dash arrow in Fig. 7. Otherwise,
the scheduled DATA frame will be transmitted when the timer
expires. The loop is closed when the scheduled receiver suc-
cessfully returns an ACK to the scheduled transmitter. Other-
wise, the scheduled sender will time out and try to retransmit
the DATA frame. It is worth noting that although the scheduled
transmission does not use an RTS to reserve the scheduled
receiver, the scheduled receiver should not be involved in an
ongoing transmission. This is because otherwise, the scheduled
transmitter should have overheard a CTS from the scheduled
receiver (since it is a one-hop neighbor) in response to an earlier
RTS from some other transmitter.

IV. SIMULATION RESULTS

To demonstrate the performance of the proposed protocol, we
implement it with ns−2.30 and perform extensive simulation
studies. In addition to the proposed protocol, a companion
mechanism is also implemented to distribute location informa-
tion. In this implementation, each node maintains a table storing
its location information and that of its one-hop neighbors. We
modify RTS to piggyback the coordinates of the sender itself
and its target receiver.

An alternative approach is to adopt a special control mes-
sage. A node broadcasts its location to its one-hop neighbors
using the control message when it moves to a new location.
Once a node’s location table is updated, it will also send the
updated entries to its neighbors, such that every node obtains
locations of its two-hop neighbors. Note that this approach
does not change the RTS frame of IEEE 802.11 MAC and is
more suitable for networks with low mobility. We adopted the
piggybacking approach instead of the broadcasting approach in
our simulations.

Throughout this section, the antenna parameters are set to
the default values in ns−2.30, i.e., Rtx = 250 m and Rcs =
550 m.2 The channel rate is set to 1 Mb/s. In all the simulations,

2Such default settings allow cross-examination of our results with that
reported in the literature (e.g., throughput results presented in [19]). All our
IEEE 802.11 MAC simulation results are consistent with those in the literature.
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data flows start at t = 10 s and last for about 15 min (simu-
lated time). For throughput, we focus on the number of bytes
successfully transmitted at the “agent” level (i.e., excluding
protocol overhead; end-to-end throughput rather than one-hop
throughput). Each simulation is repeated five times with dif-
ferent random seeds. Each result reported in this section is the
average of the corresponding five trials, with 90% confidence
intervals plotted. Other simulation parameters will be given
when the results are discussed.

A. Chain Networks

The first simulation study is performed with the chain net-
work topology, where the distance between any two adjacent
nodes is set to 200 m. In the simulation, the forward flow (from
Node 1 to Node N ) is a constant-bit-rate (CBR) session with a
stream of 1000-byte frames, whereas the backward flow (from
Node N to Node 1) is a CBR session with a smaller packet size.

We first plot the throughput versus offered load for an eight-
node chain network in Fig. 8(a). For both schemes, we find that
the throughput first increases with offered load in the underload
region, due to the more data available for transmission. In
the overload region, however, the throughput decreases with
offered load due to congestion. We find that both MACs achieve
the largest throughput when offered load is 80 kb/s. Similar
results are obtained for other chain networks with different
sizes, but are omitted here. We choose the offered load that
achieves the largest throughput for a chain network in the
following simulations.

The simulation results for chain networks with various packet
sizes for the backward flow are plotted in Fig. 8(b). Here, the
data rates of the flows for the 6-, 8-, 10-, 12-, and 14-node
chain networks are set to 90, 80, 70, 55, and 55 kb/s, respec-
tively. These data rates are chosen according to the simulations
presented in [19]. We define a performance measure, i.e.,
normalized throughput improvement, as

α =
throughput_proposed − throughput_802.11

throughput_802.11
.

We have α = 67.89% for the eight-node chain when the frame
size of the backward flow is 750 bytes. For the 6-, 10-, 12-,
and 14-node chain networks, the normalized improvements
achieved by the proposed scheme are found to be 52.93%,
58.26%, 27.25%, and 39.27%, respectively. When the packet
size of the backward flow is reduced, the improvement ratio
tends to be smaller. For example, when the packet size of
the backward flow is 500 bytes, the throughput improvement
ratio ranges from 24.94% to 61.22% for chain networks with
increasing number of nodes. When the packet size of the
backward flow is 250 bytes, the throughput improvement ratio
ranges from 13.47% to 56.18% for the chain networks.

We also plot the average end-to-end delay in Fig. 8(c). We
observe significantly reduced average end-to-end delays when
the proposed MAC is used. Let β denote the ratio of the end-
to-end delay of the proposed MAC over that of IEEE 802.11
MAC, i.e.,

β =
delay_proposed

delay_802.11
.

In the six-node chain with a 750-byte backward flow, we have
β = 18.36%. Significant delay improvement is also achieved
for other chain networks we examined. When the packet size
of the backward flow is equal to 750 bytes, the β values are
17.68%, 26.48%, 29.13%, and 33.06% for the 8-, 10-, 12-, and
14-node networks, respectively.

We next examine the microscopic behavior of the proposed
protocol. Fig. 8(d)–(f) plots the results related to scheduled
transmissions. We find that most of the concurrent transmis-
sions are successful. For example, when the packet size of the
backward flow is 750 bytes, the failure percentages (defined
as the number of failures divided by the number of scheduled
transmissions) are 3.21%, 7.92%, 2.87%, 0.22%, and 0.62%,
respectively, for chain networks with different numbers of
nodes.

B. Double-Ring Networks

We next study the performance of the proposed protocol
under a double-ring network topology, where nodes are aligned
on two circles with the same center. The distance between two
adjacent nodes in the inner ring is set to 200 m, and the radius
of the inner ring is

200

/√
2
(

1 − cos
(

2π

N

))

where N represents the number of nodes in the inner ring. For
example, if there are six nodes in the inner ring, the radius is
equal to 200 m. The radius of the outer ring is larger than that
of the inner ring by 100 m. Same number of nodes are located in
the outer ring, aligned with the nodes in the inner ring. All the
inner-ring nodes are sources, whereas all the outer-ring nodes
are one-hop receivers. Odd-indexed nodes transmit a CBR flow
consisting of 1000-byte packets, whereas even-indexed nodes
transmit a CBR flow consisting of 750-byte packets. The data
rate is set to 850 kb/s in all the simulations. The maximum one-
hop throughput is given in [19].

Fig. 9(a) shows the number of bytes successfully transmitted
for both IEEE 802.11 and location-assisted MACs. The pro-
posed scheme achieves considerable throughput improvements
in all cases, with α values of 39.67%, 32.43%, 117.85%, and
20.67%, respectively. The average end-to-end delay results are
shown in Fig. 9(b). The ratios of the end-to-end delay achieved
by the proposed protocol to that of the 802.11 MAC, i.e., β,
are 64.16%, 67.80%, 43.50%, and 73.74%, respectively. Dur-
ing the simulations, there are, on average, 49 902.4, 41 686.6,
139 600.4, and 57 579 scheduled transmissions, and all sched-
uled transmissions are successful.

We also performed simulations with the grid network topol-
ogy, with horizontal and vertical flows. We observed similar
improvements in throughput and delay achieved over the IEEE
802.11 MAC, but we omitted this set of results for brevity.

C. Random Networks

Finally, we use random network topologies in our simulation.
In this setting, 64, 81, 100, and 121 nodes are randomly located
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Fig. 8. Simulation results for chain networks. (a) Throughput versus offered load. (b) Number of bytes successfully transmitted over an 890-s interval.
(c) Average end-to-end delay. (d) Number of detected exposed nodes. (e) Number of scheduled transmissions. (f) Number of failed scheduled transmissions.

Fig. 9. Simulation results for double-ring networks. (a) Number of bytes
successfully transmitted over an 890-s interval. (b) Average end-to-end delay.

in a 1000 × 1000 m area, respectively. Sixteen, 18, 20, and
22 nodes are selected as the source nodes for the 64-, 81-, 100-,
and 121-node random networks, respectively. Half of source
nodes transmit a CBR traffic flow with 1000-byte packets,
whereas the other half of source nodes transmit a CBR flow
with 700-byte packets. The data rates are set to 300 kb/s for
all the cases. The ad hoc on-demand distance vector protocol is
used for routing [20].

The simulation results for the random networks with fixed
packet sizes and data rates are shown in Fig. 10. In Fig. 10(a),
we find that the improvements in throughput are 18.30%,
20.02%, 27.10%, and 58.03%, respectively. We also find in
Fig. 10(b) that the ratios of the average end-to-end delay with
the proposed protocol to that with the IEEE 802.11 MAC are
73.51%, 88.03%, 82.90%, and 79.53% for the four random
networks, respectively. The proposed scheme works well in
both sparse and dense multihop wireless networks.

Fig. 10(c) shows the average numbers related to scheduled
transmissions. The average numbers of scheduled transmissions
that are canceled are 0.2, 2, 55.8, and 20.6, respectively (over
five simulations for each scenario). Recall that an exposed node
may cancel its transmission if any of the necessary conditions
is not satisfied, as discussed in Section III. For the four ran-
dom networks, the ratios of failed scheduled transmissions are
0.62%, 1.16%, 6.59%, and 3.65%, respectively.

We next adopt variable packet sizes in the simulation, where
the packet size is uniformly distributed within range [100,
1100] bytes, and the data rate is uniformly distributed within
range [100, 200] kb/s. Fig. 11 shows the simulation results
for the four random networks. We find that the throughput
improvements α are 14.50%, 14.77%, 25.01%, and 30.44%,
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Fig. 10. Simulation results for random networks with fixed packet sizes and data rates. (a) Number of bytes successfully transmitted over an 890-s interval.
(b) Average end-to-end delay. (c) Total numbers related to scheduled transmissions.

Fig. 11. Simulation results for random networks with randomly chosen packet sizes and data rates. (a) Number of bytes successfully transmitted over an 890-s
interval. (b) Average end-to-end delay. (c) Total numbers related to scheduled transmissions.

respectively, whereas the delay ratios β are 82.95%, 86.57%,
88.52%, and 76.48%, respectively. These are consistent with
those observed for the random networks with fixed packet
sizes and data rates. Fig. 11(c) shows the numbers related
to scheduled transmissions. Compared with the result for the
previous case, it can be seen that the number of scheduled
transmissions is slightly larger due to increased randomness.

V. RELATED WORK

There have been considerable efforts on improving the
throughput of wireless networks (see, e.g., [18], [19], and
[21]–[23]). For example, multichannel MAC protocols are de-
veloped to exploit multiple orthogonal channels for concurrent
transmissions [24]. MAC protocols exploiting busy tones [25],
multiple-input multiple-output [26], and directional antennas
[27], [28] are also shown to be helpful in alleviating the
exposed-terminal problem. Note that this class of work requires
either advanced PHY technologies or additional hardware.

There have been considerable efforts on finding the opti-
mal carrier sensing range for IEEE 802.11 wireless networks
[2]–[6]. In [6], Zhai and Fang presented an improved virtual
carrier sensing mechanism, which is termed aggressive virtual
carrier sensing, to improve spatial reuse. The basic idea is
that if a node overhears only RTS or CTS, but not both, it
would not consider the channel as busy and is allowed free

transmission. The scheme presented in [4] tunes the physical
carrier sensing threshold to enlarge the sensing range, such
that the entire interference area is covered. As a result, all
potentially interfering nodes will be eliminated. This technique
does not use RTS/CTS and has been shown to improve the
throughput in both chain and grid networks. However, this
technique is developed under regular network topologies, where
homogeneous nodes are evenly spaced. It is not clear how
to adopt it for the more general topologies or heterogeneous
networks.

Power control is also exploited for spatial reuse [7]–[11].
In [11], nodes within the carrier sensing range are regarded
as potentially exposed terminals, whereas nodes within the
interference range are regarded as potentially hidden terminals.
Since these ranges change according to the transmit power,
power control is used to balance the carrier sensing and
interference ranges. Although providing some interesting in-
sights, the authors found in their simulations that only modest
throughput improvement was achieved in both the chain and
random topologies.

Acharya et al. proposed a new MAC protocol, called
MACA-P, in [12]. MACA-P introduces a control gap between
the RTS–CTS exchange and the subsequent DATA–ACK ex-
change, which is used for exposed nodes to transmit RTS–CTS
and for the alignment of the scheduled DATA frame transmis-
sion with the current DATA frame transmission. The authors
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show that MACA-P achieves higher throughput for the cases
with many concurrent transmission opportunities. It is worth
noting that the current version of MACA-P is not adaptive; the
control gap, and hence the additional overhead, always exists.
This further increases the overall control overhead of IEEE
802.11-like MACs. Such overhead was shown to be as high as
40% in a sensor platform [22], which is another limiting factor
on throughput. When the network gets dense, there will be more
frequent collisions among the RTSs sent by the exposed nodes.
Such collisions will cause these nodes to back off, resulting in
even lower throughput than IEEE 802.11. The authors suggest
that some adaptive learning mechanism should be used to
mitigate this shortcoming.

In [13], an offline training approach is proposed for detect-
ing exposed links, and concurrent transmissions are scheduled
through the use of RTSS and CTSS messages. The authors show
that there are two main drawbacks to this scheme. First, the
procedure for detecting exposed links may be considerably time
consuming. As a result, it may not be efficient in supporting
mobility. Second, this scheme requires modification of the PHY
layer and may not be suitable for implementation on currently
available hardware.

A relatively simple scheme is presented in [29], which
enables nodes to identify themselves as exposed terminals
and opportunistically schedule transmission of a small frame
without RTS–CTS exchange. Note that this scheme does not
verify the feasibility of scheduled transmissions, and the case
of multiple scheduled transmissions is not considered, which
may cause collisions among themselves and high cumulative
interference at the current receiver. Simulation results in [29]
showed little improvement in throughput when the number of
nodes is large.

VI. CONCLUSION

The goal of this paper has been to improve the throughput
and delay performance of IEEE 802.11-based multihop wire-
less networks. We proposed a location-assisted scheme that
enhances the IEEE 802.11 MAC protocol by opportunistically
scheduling concurrent transmissions to improve spatial reuse.
Extensive ns−2 simulations showed that the proposed scheme
can offer the desired performance improvement.
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