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On Minimizing End-to-End Delay With
Optimal Traffic Partitioning
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Abstract—Multipath transport provides higher usable band-
width for a session. It has also been shown to provide load balanc-
ing and error resilience for end-to-end multimedia sessions. Two
key issues in the use of multiple paths are 1) how to minimize
the end-to-end delay, which now includes the delay along the
paths and the resequencing delay at the receiver, and 2) how
to select paths. This paper presents an analytical framework
for the optimal partitioning of real-time multimedia traffic that
minimizes the total end-to-end delay. Specifically, it formulates
optimal traffic partitioning as a constrained optimization problem
using deterministic network calculus and derives its closed-form
solution. Compared with previous work, the proposed scheme
is simpler to implement and enforce. This analysis also greatly
simplifies the solution to the path selection problem as compared
to previous efforts. Analytical results show that for a given flow
and a set of paths, a minimal subset can be chosen to achieve
the minimum end-to-end delay with O (V) time, where N is the
number of available paths. The selected path set is optimal in the
sense that adding any rejected path to the set will only increase
the end-to-end delay.

Index Terms—Multimedia communications, multipath trans-
port, network calculus, quality of service (QoS), real-time.

I. INTRODUCTION

HE IDEA of using multiple paths for an end-to-end ses-

sion, called multipath transport throughout this paper, was
first proposed in [2]. Multipath transport has been applied in
various settings for achieving, e.g., load balancing, a higher
aggregate capacity, or exploring path redundancy for failure
recovery [3]. Recently, due to the availability of a variety of net-
work access technologies, as well as the reduction in their costs,
there has been an increasing interest in taking advantage of mul-
tihomed hosts to get a larger throughput and higher reliability
[4]-[6]. In addition, there has been substantial recent work on
using multipath transport for real-time multimedia applications
[7]-[14]. For example, multipath transport has been combined
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Fig. 1. General architecture of multipath transport.

with multiple description coding (MDC) [7]-[9], [11]-[13] and
forward error correction (FEC) [14] for video transport. It has
been shown that when combined with source/channel coding
and error control schemes, multipath transport can significantly
improve the quality of the multimedia service as compared with
traditional shortest path routing-based schemes. This has also
inspired recent standardization efforts for multipath transport
protocols [15], [16].

The general architecture of multipath transport is illustrated
in Fig. 1. We assume an underlying multipath routing pro-
tocol that maintains multiple disjoint paths between source
and destination nodes. There is a rich literature on multipath
routing (see, e.g., [9], [17]-[19], and the references therein).
After multiple paths are found, typically source routing is used
for packet forwarding [20]. On the sender side, the traffic
allocator is responsible for partitioning application data, i.e.,
dispatching each data packet onto a specific path. The traffic
partitioning strategy is affected by a number of factors, such as
quality of service (QoS) requirements and the autocorrelation
structure of the application data flow, the number of available
paths, and path characteristics (e.g., bandwidth, delay, and loss
behavior). Usually, the path parameters can be inferred from
local information [21] or from receiver feedback [22] so that
the traffic allocator can adjust its strategy to adapt to changes in
the network. On the receiver side, received packets are put into
a resequencing buffer in order to restore their original order.
Packets may be out-of-order due to variations in path delays
or non-first-come first-serve (FCFS) service discipline at an
intermediate node.

In real-time multimedia applications, the resequencing buffer
is also used to absorb jitter in arriving packets. Since the
receiver displays the received media continuously, each packet
is associated with a decoding deadline D;, which is the time
when it is extracted from the resequencing buffer to be decoded.
In such applications, a packet will only stay in the resequencing
buffer for at most D; seconds. A packet may be lost because
of transmission errors or dropped because it is overdue. Both
types of packet losses are undesirable in terms of application
QoS requirements. A larger resequencing buffer can reduce the
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overdue packet ratio but may result in a larger end-to-end delay.
A major concern of multipath transport is how to minimize
end-to-end delay, including delay on the paths as well as the
additional resequencing delay at the receiver. The other key
concern in using multipath transport is how to choose the set
of paths to use. Routing overhead, computational complexity,
and delay may prohibit the use of a large number of paths.
Consequently, it is desirable to use a minimum number of paths
while achieving the best QoS. In addition, the path selection
algorithm should have a low computation complexity since
network conditions may change quickly.

In this paper, we investigate the optimal traffic partitioning
problem for real-time applications using network calculus in a
deterministic setting. More specifically, we model the bottle-
neck link of each path as a queue with a deterministic service
rate. The contribution of all other links and the propagation
delay are lumped into a fixed delay element. We assume that
the source flow is regulated by a {o, p} leaky bucket (or a token
bucket, which is implemented in most commercial routers) and
use deterministic traffic partitioning to split traffic into multiple
flows, each conforming to a {o;, p;} regulator. Within such a
setting, we formulate a constrained optimization problem on
minimizing total end-to-end delay. We derive a closed-form
solution and provide simple guidelines on minimizing end-
to-end delay and path selection. We show that the path set
chosen with our approach is optimal in the sense that adding
any other paths to the chosen set will only increase the total
end-to-end delay. This path selection scheme is useful since
although it is always desirable to use a path with a higher
bandwidth and a lower fixed delay, it is impossible to order
the paths consistently, either according to their bandwidth
or fixed delay, in many cases. A brute force optimization
evaluating all feasible combinations of the paths would have
exponential complexity [19]. Using our approach, path selec-
tion has only O(NN) complexity, where N is the number of
available paths.

We also present an implementation to enforce an optimal
partition using a number of cascaded leaky buckets: one for
each path. This algorithm is suitable for the cases where the
paths are dynamic. The exact optimal partition, rather than a
heuristic, can be quickly computed and applied for a sequence
of snapshots of the time-varying network.

The rest of this paper is organized as follows. For ease of
presentation, we start with a two-path system in Section II and
then extend it to the case of multiple paths in Section III. In
Section IV, we discuss implementation-related issues. Related
work is discussed in Section V, and Section VI concludes
this paper.

II. OPTIMAL PARTITION WITH TWO PATHS

We will first consider a real-time multimedia session using
two paths. The two-path optimal partitioning problem is for-
mulated in Section II-A. Making no assumption on the service
discipline, we derive the corresponding optimal partition in
Section II-B and then derive a tighter end-to-end delay bound
assuming FCEFS service discipline in Section II-C. The notation
used in this paper is given in Table 1.

TABLE I
NOTATION
Symbol  Definition
A(t): accumulative traffic of the data flow.
A(t) envelope process of the data flow.
N: total number of available paths.
o burst factor of the envelope process.
P rate factor of the envelope process.
o5 burst assigned to path 4.
i rate assigned to path i.
cit capacity of the path 4 bottleneck queue.
c: aggregate capacity of all the paths.
i fixed delay on path 1.
dj: queueing delay on the bottleneck link of path 1.
D;: total delay on path 7.
D;: total delay of path i obtained using (14).
Dy: deadline, or the total end-to-end delay.
B: resequencing buffer size.
cq: service rate of the resequencing buffer.
oy optimal burst assignment for path .
[ optimal rate assignment for path .
Dy minimum end-to-end delay.
Dy minimum end-to-end delay obtained using (14).
ol the jth threshold that partitions o.
pgh: the jth threshold that partitions p.
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Fig. 2. Traffic partitioning model with two paths.
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Fig. 3. Deterministic traffic partitioning scheme.

A. Problem Formulation

The corresponding two-path traffic partitioning model is
shown in Fig. 2. Let the cumulative real-time traffic in [0, ?)
be A(t), which is regulated by a {o, p} leaky bucket, i.e., A(t)
conforms to a deterministic envelope process [23]

Aty=pt+o D

where p is the long-term average rate of the process (the rate
factor), and o is the maximum burst size (the burst factor)
of fl(t) The source traffic stream is then partitioned using a
deterministic scheme, as illustrated in Fig. 3. With this scheme,
the source flow is divided into two substreams deterministically,
each of which conforms to an envelope process
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We have a further constraint A;(t) + As(t) = A(t), which
gives p1 + p2 = p and 0 + 09 = o. Therefore, the traffic par-
titioning operation will not cause any additional loss or delay of
application data. We will discuss the implementation of such a
deterministic partitioning in Section I'V.

We model the bottleneck link of each path as a work conserv-
ing queueing system with a constant service rate c;, ¢ = 1, 2.
This approximation is quite accurate if the queueing delay at the
bottleneck link dominates all other queueing delay components
[24]-[26]. To have a stable system, the aggregate service rate
¢ = c¢1 + co should be larger than the mean rate of the data flow,
ie., ¢ > p, if 0 > 0. We also assume that ¢ > 0 and p > ¢;,
1 = 1,2, in order to exclude the trivial case where flow can be
accommodated by one of the paths. In order to have a stable
queue in each path, the partitioned streams should satisfy p; <
c;ifo; > 0,4 = 1, 2.! The queueing delay at the bottleneck link
of path ¢ is denoted as d;, ¢ = 1, 2. The contribution of all other
links along the path, including propagation delay, is represented
by a fixed delay element f;, ¢ = 1, 2. Thus, the delay along path
i, D; is the sum of the queueing delay and the fixed delay, i.e.,

D; = di(o4, pi) + fi, =12 (3)

The parameters of the paths may not be constant because of
the time-varying background traffic and congestion. Moreover,
when a path is broken, a replacement path k£ may have a
different ¢y, or f. We assume that ¢; and f;, i = 1,2, change
on a relatively large time scale. Therefore, we can compute the
optimal partition for each snapshot of the network and continu-
ously update the optimal partition as network conditions change
over time. Note that ¢; is similar to the notion of “available
bandwidth,” which captures the variation of background traffic
(and network congestion) over a relatively large time scale.

At the receiver side, the two substreams are reassembled in a
resequencing buffer. Then, the restored stream is extracted from
the buffer and sent to the application for decoding. Note that
the server of the resequencing buffer is not work conserving.
It polls the queue at a fixed rate (e.g., frame rate) for packets
belonging to the next frame. If packets are found in the buffer,
they are served at a rate of c; = frame_rate x frame_size;
otherwise, cq = 0. The total end-to-end delay D; is jointly
determined by the traffic partitioning strategy and the path
parameters. Our objective is to derive the optimal partition, i.e.,
the optimal values {0} },=1 2 and {p} },=1 2 such that the overall
end-to-end delay is minimized.

We should note that the analysis is based on a deterministic
approach for “hard” QoS guarantees, and the derived bounds
are thus conservative as compared with probabilistic analysis.
However, such a “hard” QoS guarantee is necessary for many
distributed computing or real-time multimedia applications
where strict QoS guarantees are required [27], such as distrib-
uted simulations, real-time visualization of complex scientific
simulation results in multiple remote locations, stock exchange
transactions, and remote surgery and telemedicine [28].

If o; = 0, itis possible to set p; = ¢;, 4 = 1, 2, resulting in a zero queueing
delay on path .

B. Optimal Partition With the Busy Period Bound

In this subsection, we do not impose any restrictions on
the packet scheduling discipline. Consider a work conserving
queue with capacity c. Its input conforms to an envelope process
A(t). If the queue is stable, then the queueing delay is upper
bounded by the maximum busy period of the system [29]

e inf{t>0: A@W)~ct <0}, @

Substituting (1) into (4), we have

®)

The delay on path ¢ is upper bounded by D; =d; + f; =
o:/(c; — p;) + fi, i = 1, 2. Consider two back-to-back tagged
bits b; and b, belonging to the same multimedia frame. If by
is transmitted on path 1 and b, on path 2 at time ¢, then by
will arrive at the resequencing buffer during the time interval
(t,t 4+ D1], and by will arrive at the resequencing buffer during
the time interval (¢,¢ + D). When both bits arrive (as well as
all other bits in the same frame), they can be extracted from
the buffer for decoding and display. Thus, D; = max{Dy, D2}
upper bounds the end-to-end delay.

Fact 1: End-to-end delay D, including the queueing de-
lay at the bottleneck, fixed delay, and resequencing delay, is
bounded by

Dl = max{Dl,Dg}. (6)

Fact 2: A partition achieving D; = max{ fi, fo} is optimal.
Proof: From (6), Dj =min,, ,,{max{D1, Dy}} >
max{ f1, fa}, since D1 > f; and Dy > fo. [ |
Intuitively, a delay equal to the fixed delay cannot be further
improved by traffic partitioning. From (6), we can formulate
the constrained optimization problem on minimizing the end-
to-end delay (denoted as OPT1) as

Minimize : D; = max{D1, D2} @)

subject to :

01 +09=0

prtp2=p

0<pi<c, 1=1,2 (8)
o; >0, i=1,2

o; =0, ifp, =c¢;, 1 =1,2.

OPT1 is a nonlinear optimization problem with linear con-
straints. The feasible region is a polytope (i.e., a solid bounded
by polygons), since the constraints are linear equations or
inequalities. Within this feasible region, we have

v (58 8] - [t ] 70

9p1° Oo1 (c1—p1)?’ c1—p1

__|ods od _ 1
Vdy = {872’ fé} - [(02522)2’ Cz—pz] 7£ 0

€))
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Thus, the minimum delay must occur at one of the boundaries
or vertices of the feasible region [30].

This problem can be solved using results in the game theory
literature. In particular, solving this problem is equivalent to
computing the Wardrop Equilibrium (WE) of the system by
using convex programming [31]. In this paper, we present an
alternative approach that explores the special structure of the
delay bound D;. Our approach has the advantage of producing
a simple solution without the complexity associated with the
Beckmann transformation [32]. The solution to OPT1 is sum-
marized in the following theorem. The proof of Theorem 1 is
omitted for brevity and can be found in [33]. Without loss of
generality, we will assume that f; < fo.

Theorem 1: Using the busy period bound (5), the optimal
traffic partition and the minimum end-to-end delay are as
follows.

DIf o>(c—p)(fa—fi), then Dj=o/(c—p)+
min{ f1, f2}, and the optimal partition is

{ {OT’US} = {070} (10)

{r1,p3} ={p—ca2,c2}.
2) If 0 < (c—p)(f2 — f1), then D = max{f1, fo}, and
the optimal partition is
{o1,05} ={0,0}
P1L=P =P
p3 € [p—cl+ﬁ,02} .

(1)

3) If fi = fo = f, then Dj = o/(c— p) + f, and the opti-
mal partition is

* *| — ci1—p1 C2—pP2
{o1,03} = {ﬁg, r=rad

p762<p9{<61 (12)

Py =p—p1-

Note that when the paths have different fixed delays, the
optimal partitioning strategy is to assign all the burst to the path
with a smaller fixed delay and assigning a rate that saturates the
path with the larger fixed delay. When the two paths have the
same fixed delay, the two paths behave like a single path with
combined capacity: the achieved minimum delay is identical to
that obtained from a single path session with the same {0, p}
flow, fixed delay f, and service rate ¢ = c¢; + co. Another
interesting observation is that any feasible {pf, p5} can achieve
the minimum delay when f; = fs.

C. Optimal Partition With FCFS Queues

Theorem 1 is obtained using the system busy period bound
(4) from [29]. If the service discipline is FCFS, the queueing
delay can be further improved as in [34], i.e.,

d = sup {inf{r >0:A(t) < c(t—l—r)}}.

t>0

13)

Substituting (1) into (13), we have

i=2
c

(14)

and the end-to-end delay of path 7 is DZ- =o;/ci+ fi,i=1,2.
This bound is tighter than the system busy period bound (5).
In addition, it is only a function of the burst factor o. This fact
can be exploited to simplify the analysis and to improve the
minimum delay given in Theorem 1.

Consider the same two-path model in Fig. 2. From (6) and
(14), we can formulate the constrained optimization problem
(denoted as OPT2)

Minimize : D; = max{D;, Dy} (15)
subject to :
01+09 =0
p1Lt+p2=p
0<pi<c, 1=12 (16)
o; > 0, i=1,2
O'Z'ZO, lpr:C“’L:].,2

The solution to OPT?2 is summarized in the following theo-
rem. The proof is omitted for brevity and can be found in [33].

Theorem 2: Assuming FCFS queues, the optimal traffic par-
tition and the minimum end-to-end delay D are as follows.

1) If 0 > ¢1(fo — f1), then Df = (1/c)(0 + c1 fi + cafa)s
and the optimal partition is

C;

o) = - [0+ cs-i(fs—i — fi)]s =12 (17

2) If o < c1(f2 — f1), then DZ‘ = max{ f1, f2}, and the op-
timal partition is

{07,005} = {0,0}. (18)

3) If f1 =fo=f, then [)l* =o/c+ f, and the optimal
partition is

(19)

4) Any feasible partition of p can be used to achieve the
above minimum end-to-end delay.

Clearly, the partition strategy is different from Theorem 1 due
to the different delay bounds. However, when the paths have
equal fixed delays, the achieved minimum delay is still identical
to that obtained from a single path session with the same {c, p}
source, a fixed delay f, and a bandwidth ¢ = ¢; + co.

It would be interesting to compare the delay bounds from

Theorems 1 and 2. Define two threshold values o; = (¢ — p)

(fo—f1) and ol =ci(fo— f1) such that off —cok =
(p—c2)(f2 — f1) > 0. From the theorems, we have that
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Fig. 4. Traffic partitioning model with IV paths.

D; = Dl* = max{ f1, fo} when o < thjl. When JtLh <o<
ol we have that D; = max{f1, fo} < Dj =a/(c—p)+
min{ f1, f}. When o > ol we have that

po
c(c=p)

- c
D?*D?:f(f1+f2)+ > 0.

III. EXTENSION TO MULTIPLE PATHS

In this section, we extend the optimal partition analysis to
the case of multiple paths using the delay bound (14) for FCFS
queues. For a given set of paths, we first combine and reorder
the paths according to their fixed delays. Then, we formulate
the optimal partitioning problem for multiple paths and derive
its closed-form solution.

A. Multipath Extension

For any set of paths P; with parameters {c, f/}, i =
1,---, M, we first do the following.

1) Sort and relabel the paths according to their fixed delays
fin nondecreasing order.

2) If paths P/, Pj,,,..., P{ ,_, have the same fixed delay,
ie., fi = fiy1 == fiix_1> we can lump these paths
into anew path i with f; = fiandc; = ¢ + i + -+
c; ko1 according to Theorem 2, item 3.

3) Relabel the paths again. Then, we get a new set of
paths P; with parameters {c;, f;}, ¢=1,...,N, and
fi<fo<---<fn.

In the following, we first determine the optimal partition-
ing scheme for the paths P;, ¢ =1,...,N. Then, we can
further partition the assignments o] and p; to k original
paths P/, P}, ,---, P/ , | with the same fixed delay f; using
Theorem 2, item 3.

The N-path traffic partitioning model is depicted in Fig. 4,
with parameters {c;, f;}, i=1,...,N and f1 < fo <--- <
fn. From (6) and (14), we can formulate the linearly con-
strained optimization problem for the N-path session with
FCFS queues [denoted as P(N, 0)] as
Minimize : D, = m:aLX{Dl7 Do, ..., ﬁN}
subject to :

o1 +o2+---+ony =0

pr+p2t-+pN=p

0<pi <gc, i=1,2,...,N

o; >0, i=1,2,...,N

01‘:0, ifpi:Ci,izl,Q,...,N.
(2D

(20)

> o+ o o o fe

7] W -
NX g
v L f ¢
f, By f2 Y
Path 1 A Path 2 Path i
(a)

o e e

e ‘ DT e f
Y L f l !
f; f2 Y *
A Path 1 A Path 2 Path i Path N
(b)

Fig. 5. Problem P(N, o). (a) Case of o < 0’%. (b) Case of o > aﬁl.

The solution to P(N,o) is summarized in the following
theorem.

Theorem 3: Define o) = Zf\il ¢i(fn — fi). The solution
to P(N, o) is as follows.

o Case I: If 0 < otI\[l, we have [)l* < fn and the optimal
assignment for path N is o3 = 0. ﬁ;‘ and the optimal
assignment for the remaining paths can be determined by
applying this theorem recursively on P(N — 1,0), i.e., a
reduced problem corresponding to (20) and (21) for the
remaining N — 1 paths and a burst o.

* Casell: If 0 > ol , we have D} = (1/¢)[2°N, cifi + o],
and the optimal partition that achieves the minimum end-
to-end delay is of = (¢;/c)[o + Zjvzl ci(fi— fi)l, i =
1,2,...,N.

Proof: This theorem can be proved by extending the proof
for Theorem 2 (given in [33]) to the N > 2 case. However,
we can use an intuitive “water-filling” model to solve P(N, o)
directly (which also applies to OPT2).

In Fig. 5(a), we model each path ¢ as a bucket with a cross-
section of area c;. In addition, each bucket 7 is preloaded with
content ¢; f; to a level f;. If path i is assigned with a burst
o;, this is equivalent to filling o; units of fluid into bucket i,
resulting in a higher level of o;/¢; + f;. Thus, the fluid level
of bucket 7 represents the delay on path ¢. With this model, the
optimization problem P (N, o) is equivalent to filling o units of
fluid into the N buckets while keeping the highest level among
all the buckets as low as possible.

Consider Fig. 5(a). Assume that each bucket has a finite depth
fn, which is the highest preloaded level of the N buckets.
Then, the N buckets can hold at most o) = Zf\;l ci(fn — fi)
units of fluid without overflow. Note that bucket N cannot hold
any fluid since its level is already fy. Thus, if the burst of data
flow, or the amount of fluid, o is less than ai’)’l, all the o units
of fluid can be distributed to the N — 1 buckets, with none
of the bucket having a level exceeding fy. Thus, the optimal
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Fig. 6. Problem P(N —1,0). (a) Case of agagfl. (b) Case of

N-1
g > Oih

Path N-1

assignment for path IV is o3 = 0 and f)l* < fn. This corre-
sponds to Case I of Theorem 3.

On the other hand, if o > af}’l, o units of fluid cannot be
accommodated by the buckets as in Fig. 5(a). In this case,
let each bucket have an infinite depth such that an arbitrarily
large o can be held in these buckets as shown in Fig. 5(b).
However, in order to minimize the highest level, o units of fluid
should be distributed to the /N buckets in such a manner that all
the buckets should have the same fluid level. If the common
fluid level is DZ‘, the amount of fluid that bucket 7 holds is
of = ¢i(Df — fi). Since the total amount of fluid is o, we have

c1(Df — f1) + ea(Dj — fo) + - +en(Df — fn) = 0.
(22)

The minimum end-to-end delay Dl* can be solved from (22) as

B 1
Dy = E(J+01f1 +cafot+--+enfn).

(23)

The volume filled into bucket ¢, or the optimal burst assignment
o7, 1s

Ci

N
o =ci(Dj — f;) = ot > ei(fi— 1) 24
j=1

This corresponds to Case II of Theorem 3.

So far for Case I we have derived o} = 0. In order to
determine the optimal partition for the remaining N — 1 paths,
we remove path N from (20) and (21). Since o3, = 0, removing
path N does not affect the constraints in (21) and the objective
value in (20). Consequently, we obtain an (N — 1)-path prob-
lem with a burst o, i.e., P(N — 1, 0). Define a new threshold
value o} 1 = Zf\;l ¢i(fn-1 — fi). We next examine the two
cases of P(N — 1,0) using the same “water-filling” model as
illustrated in Fig. 6(a) and (b), but with the remaining N — 1

|¢| L,

1 2 m-1 N
0 Pth Pth Pt P pﬁ? P rate
2 3 K N iy
0 Om On on © off own burst
Fig. 7. Computing the optimal partition.

paths. Repeat the above steps until a Case-II-type solution is
obtained. If the number of paths is reduced to two, the two-path
results in Section II-C can be applied. Thus, Dl* and the optimal
partition for all the paths can be determined. |

Note that, according to (9), the minimum delay must occur
either at a boundary of the search space or at one of the vertices.
Indeed, each delay term in (20) (Dl =o0;/ci + fi) is a plane
in the N-dimensional search space. In Case I of Theorem 3,
we remove a plane that always dominates all other planes;
using such a plane will only increase the objective function. In
Case 11, the minimum occurs at a boundary where all the planes
intersect at a single point.

The minimum end-to-end delay is jointly determined by
burst assignments and rate assignments. We first define the
quantities

j N .
{ Pin = D i1 Cis

j=1,2,3,....,N

, ] (25)
Ugh = Zg:lci(fj - f’L)7 J= 172737"‘7N'
Note that o}, = 0. Clearly, pi, > pJ, and of, > o}, if i >
j. These quantities partition the rate line and the burst line,
respectively, as illustrated in Fig. 7. Let m be the index such that
piit < p < pi and k be the index such that of, < o < ol t!.
Then, m is the highest index of the minimum set of paths
required to accommodate p in order to satisfy the stability
condition, and k is the highest index of the minimum set of
paths required to accommodate o. If m > k, then the minimum
delay is the fixed delay on path m. Otherwise, the minimum
delay is a solution to P(k, o) [see (23)].

Corollary 3.1: For the indices m and k as defined in Fig. 7,
we have the following.

1) Ifm > k, then Df = f,,,.

2) Ifm <k, then D} = (1/pk,)(0 + X, ¢i f2).
3) The optimal burst assignments are

i k ] o ) P
o = { (ﬂfh) [UJ“EJ':lCJ(fJ f’)] ISR 0
0, otherwise.
4) The optimal rate assignments could be
Cj 1 o <
pi:{<p:’a>”’ it <m 27)
0, otherwise.

We also have the following corollary for optimal path
selection.
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Fig. 8. Achieved minimum end-to-end delay ﬁl* for a five-path system with
f=1{1,2,3,4,5}and & = {1,1.5,2,2.5,3}.
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Fig. 9. Optimal Path 1 burst assignment o} for a five-path system with f=
{1,2,3,4,5} and ¢ = {1, 1.5,2,2.5,3}.

Corollary 3.2: For the indices m and k as defined in Fig. 7,
the first h = max{m, k} paths are selected for the session such
that the minimum end-to-end delay Dj is achieved.

B. Example

Consider a five-path session. The fixed delays of the paths
are f = {1,2,3,4,5}, while the capacities of the paths are ¢ =
{1,1.5,2,2.5,3}. The minimum end-to-end delays for various
{0, p} pairs are plotted in Fig. 8 for increasing o and p.
The minimum delays are step functions along the direction of
increasing p, while the height of the steps are fs, f3, f4, and f5,
respectively. That is, the minimum end-to-end delay increases
when a new path with a larger fixed delay is added to the se-
lected path set in order to accommodate an increased rate factor
p. Along the direction of increasing o, however, the minimum
end-to-end delay increases in a piecewise linear manner. That
is, in each interval 0%, < o < oi;', Dj is a linearly increasing
function of o, while the slope of f?;‘ decreases as ¢ gets larger.

xR
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YRR
0.6+ N \“' ““‘\‘
d 04 N
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Fig. 10. Optimal Path 1 rate assignment p} for a five-path system with f=
{1,2,3,4,5} and € = {1,1.5,2,2.5,3}.
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Fig. 11. Highest index of the chosen paths set for a five-path system with
f= {1,2,3,4,5} and € = {1,1.5,2,2.5,3}.

The optimal burst assignments for path 1 are plotted in Fig. 9.
We find that the burst assignments are piecewise linear and
concave. The optimal rate assignments for path 1 p] are plotted
in Fig. 10, which has a sawtooth form as p increases. This is
because p;] first increases linearly with p but decreases when
there is a new path with a higher index being used.

With Corollary 3.2, path selection is based on end-to-end
delay only and is quite simple because we only use the first
max{m, k} paths. Fig. 11 plots the highest index of the paths
in use (i.e., max{m, k}) for the given system, which has the
form of a step function along both ¢ and p dimensions.

IV. PRACTICAL CONSIDERATIONS

In this section, we discuss some important practical consid-
erations and present an implementation to enforce the optimal
partition for an end-to-end application. This implementation
uses a set of leaky buckets, which are available in most com-
mercial routers [35].
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Fig. 12. Implementation of the optimal traffic partitioning scheme.

A. Optimal Path Selection

In many routing protocols, a path may be associated with
more than one performance metric (e.g., each path has a fixed
delay and a capacity, as in the case we have studied). When
multiple paths are used, it would be nice to sort the paths
according to their “quality” and use them starting with the
best ones. However, we may get inconsistent orderings if we
sort the paths according to different performance metrics. For
example, a path may have a higher bandwidth but a higher
delay, while another path may have a smaller bandwidth but
a lower delay. Such inconsistency makes it very difficult to
decide which paths to use. A brute force approach can examine
every feasible combination of paths but at the cost of higher
computational complexity. Some heuristics give preference to
one performance metric over the other and use the secondary
performance metric to break the tie if necessary [21]. Al-
though such heuristics work well in some cases, it is not clear
if they work in all the cases since there is no supporting
analysis.

Corollary 3.1 shows that we can sort the paths consistently
according to end-to-end delay, which then determines the min-
imum set of paths to be used. The computational complexity
is O(N). Path selection is optimal since adding any rejected
path to this chosen set will only increase the end-to-end
delay.

B. Enforcing the Optimal Partition

After the optimal partition parameters, i.e., {0}, p}}, i =
1,2,..., N, are computed, the next question is how to enforce
them on traffic flows. In the following, we show that the
optimal partition can be enforced by using a set of leaky bucket
regulators: one on each path.

For a point-to-point application (see Fig. 1), the sender is re-
sponsible for partitioning the traffic flow. The leaky buckets and
the module that computes the optimal partition should be im-
plemented at the sender side, as illustrated in Fig. 12. Multiple
leaky buckets are cascaded in a chain, while a source flow is fed
into the first leaky bucket having parameters {o7}, p} }. When
a flow is regulated by a leaky bucket, usually, the conforming
traffic is transmitted, while the nonconforming traffic (i.e., the
portion that exceeds the constraint of the envelope process) is
either marked or dropped. In our implementation, we simply
redirect the nonconforming traffic to the next leaky bucket,

rather than dropping it. The conforming traffic flow from leaky
bucket 4, having parameters {0}, p}}, is then transmitted on
path 7. If h = max{m, k} < N, then the hth leaky bucket pro-
duces no nonconforming traffic. Consequently, the remaining
(h 4 1)th, (h + 2)th, ..., Nth leaky bucket (and path) will not
be used.

It is worth noting that since >~ , o, = o and N | p; =
p, there are always tokens for incoming traffic. Consequently,
the above deterministic partitioning scheme does not introduce
additional loss or delay to the application data.

C. Path Parameter Estimation

The proposed scheme works best when some QoS support is
available in the network. For example, if the resource reserva-
tion protocol (RSVP) [36] is supported, a source can reserve the
required bandwidth along each path, and a router or a switch
can use the generalized processor sharing (GPS) scheduling
to guarantee the reserved bandwidth [37]. If such QoS pro-
visioning mechanisms are not available, the receiver could
estimate the path parameters, i.e., ¢; and f;, i =1,2,... N,
for a snapshot of the network and send the estimates back to
the source, if the path conditions vary at a relatively large time
scale.

Estimating path parameters based on end-to-end measure-
ments has been an active research area for years. There exist
many effective techniques that can be applied to estimate the
path parameters used in our approach [38]-[42]. For exam-
ple, the bprobe and cprobe schemes in [38], the self-loading
periodic streams (SLoPS) scheme in [39], or the recent work
CapProbe [40] can be used to estimate the end-to-end available
bandwidth (or bottleneck bandwidth) of a path. If the source and
the receiver are synchronized, the minimum one-way packet
delay measured in the last time window would be a good
approximation of the fixed delay f; on that path. Otherwise,
the approach presented in [41] can be used to estimate one-
way delays from cyclic-path delay measurements that do not
require any kind of synchronization among the nodes of the
network.

After estimating the path parameters, the real-time transport
protocol (RTP) [22] and its multifiow extension [16] can be
used for delivering the parameters to the sender [via receiver
reports (RR)]. The senders then compute the optimal partition
and update the parameters of the leaky buckets periodically.
Note that path conditions could change because of path failure,
rerouting, etc. Further, variations in background traffic load
using the same paths also cause variations in the estimated path
parameters and trigger updates of the leaky bucket parameters.
Therefore, if congestion occurs at a relative large time scale, the
proposed traffic partitioning scheme can adapt to congestion as
well, and the leaky bucket parameters can be updated using a
TCP-like algorithm.

V. RELATED WORK

Since the early work [2], traffic dispersion has been studied
for different network service models. A survey on traffic dis-
persion was presented in [3]. In [43], the authors showed that
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for data traffic a packet-level dispersion granularity gives better
performance than a flow-level granularity in terms of delay
and network resource utilization. In recent work [10], [44],
[45], the authors showed that data partitioning techniques, such
as striping and thinning, can effectively reduce the short-term
correlations in real-time traffic and thus improve the queueing
performance in the underlying network.

The problem of elastic data traffic partitioning for an end-
to-end session was investigated in [21], [24], and [25] using
different traffic and path models. In [24], a two-path rese-
quencing model was presented where each path was assumed
to be the combination of an M/M/1 queue and a fixed delay
line. The authors showed that the optimal splitting probability
may be highly dependent on the difference between the two
fixed delays. However, the M/M/1 queueing model may not be
suitable for real-time multimedia traffic, which usually has a
more complex autocorrelation structure than the Poisson model.
Furthermore, it is not clear how to extend the analysis in [24] to
more than two paths.

Nelakuditi and Zhang introduced a proportional routing
heuristic for routing traffic over multiple paths in [21]. The pro-
posed path selection heuristics give near-optimal performance
in terms of throughput for elastic data. In a recent paper [25],
each path ¢ was assigned with a weight w; such that ), w; = 1.
An opportunistic scheduling-based scheduler was proposed to
send packets to multiple paths while keeping the fraction of
bytes transmitted on each path ¢ at w;. The authors showed
that the large time-scale traffic correlation could be exploited
by opportunistic scheduling to reduce the queueing delays on
the paths. However, fixed delays, which may have significant
impact on traffic partitioning [24], were not considered in this
paper. Moreover, it is not clear how to set or derive {w;} for a
data flow and a set of paths.

Multipath transport was extended to many-to-one type of
applications in [46]. An analytical model of parallel data down-
loading from multiple servers was presented to minimize the
resequencing buffer size and total download time. Although
this paper has similar objectives as our paper, the analysis
was for elastic data transport and is not applicable to real-time
applications, where packets are consumed at a certain rate at the
receiver end.

In [26], Alasti et al. investigated the effect of probabilistic
traffic partitioning on MDC and single description coding using
M/M/1 and M/D/1 queues to model the paths. It was shown
that different splitting probabilities result in different distortion
in received data. Although the results provided some useful
insights, the assumptions made in [26] limit its applicability.
Furthermore, propagation delay, which could be the domi-
nant part of end-to-end delay in high-speed networks, is not
considered.

VI. SUMMARY

In this paper, we examined two important issues on the use
of multipath transport, namely, minimizing end-to-end delay
and path selection. We showed that by optimal traffic parti-
tioning, we can use a minimum set of paths while achieving
the minimum delay in O(NN) time. The selected path set is

optimal in the sense that adding any rejected path to this set
will only increase the end-to-end delay. We also discussed the
important implications of this work in practice, and provided
a practical implementation to enforce the optimal partition on
each path. The proposed scheme provides a simple, yet power-
ful solution to the path selection problem in multipath transport
design.
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