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Abstract-As developments in wireless ad hoc networks Con- 
tinue, there is an increasing expectation with regard to supporting 
content-rich multimedia communications (e.g., video) in such 
networks, in addition to simple data communications. The recent 
advance in mu&& description (MD) video coding have made it 
highly suitable for multimedia applications in such networks. 
In this paper, we study the important problem of multipath 
routing for MD video in wireless ad hoc networks. We follow an 
application-centric cross-layer approach and formulate an optimal 
routing prohlem that minimizes the application layer video distor- 
tion. We show that the optimization problem has a highly complex 
objective function and an exact analytic solution is not obtainable. 
However, we find that a meta-heuristic approach such as Genetic 
Algorithms (GAS) is eminently effective in addressing this type of 
complex cross-layer optimization problems. We provide a detailed 
solution procedure for the GA-based approach, as well as a tight 
lower bound for video distortion. We use numerical results to 
demonstrate the superior performance of the GA-based approach 
and compare it to several other approaches. Our efforts in this 
work provide an important methodology for addressing complex 
cross-layer optimization problems, psrticularly those involving 
application and network layers. 

I. INTRODUCTION 

Wireless ad hoc networks are characlerized by the absence 
of traditional infrastructural support (e.g.. base stations). As a 
result, information exchange among mobile nodes is achieved 
through multi-hop wireless communications. As progress in 
wireless ad hoc networking continues. there is an increasing 
expectation on enabling content-rich multimedia communica- 
tions in such networks, due to the fact that real-time mul- 
timedia (e.g.. live video) is far more substantive than simple 
data communications. However, at present, there are significant 
technical barriers that hinder the widespread deployment of 
multimedia applications in wireless ad hoc networks. In fact, 
what makes traditional single stream coding and layered 
coding successful in the Internet and certain wireless networks 
i s  the existence of a relatively stable path during the video ses- 
sion. Consequently, packet loss on imponant information (e.g.. 
base layer) is kept low, and can be effectively controlled by 
error control and concealment mechanisms. This is important 
since, for layered video, the successful reconstruction of video 
relies on the base layer, and the decoding of enhancement 
layers hinges upon lower enhancement layers as well as upon 
the base layer. However. this situation hardly holds true in 

wireless ad hoc networks. where there may not exist any single 
reliable path and packet loss may be beyond the recovery 
capability of most error conuol mechanisms. 

Recently, multiple description (MD) coding has become 
a popular coding technique for media streaming [l]. With 
MD coding. multiple eqirivalent streams (or descriptions) are 
generated for a video source, such that anv received subset 
of these streams can be used to reconstmct the original 
video, yielding a quality commensurate with the number of 
received descriptions. This new video coding technique is quite 
different from traditional single stream video coding, where 
received video quality is highly susceptible to the dynamics 
of a single path. MD coding is also drastically different from 
layered video coding, where the successful video decoding 
depends on the: base layer. It has been recognized that MD 
coding matches perfectly with the wireless ad hoc network 
environment for multimedia applications [21. This is because 
the topology of such networks is intrinsically mesh, within 
which multiple paths exist between any source and destination 
pair. Although most of the paths in such networks are highly 
fragile (i.e., will not remam reliable for an extended period of 
time), as long as the linWnode failure events on different paths 
are not entirely correlated. the probability of concurrent loss 
of all of the descriptions will be low. Therefore, MD coding 
will remain effective for most of the streaming period, while 
video quality improves as more descriptions are received. 

Several researchers have proposed to use MD coding with 
milltipath rouling for multimedia transport [2]-[61. These 
efforts have successfully demonstrated the efficacy of using 
MD with multipath routing, assuming h a t  the set of paths 
is given a priori.. However, the difficult problem of finding 
the best paths for the descriptions has not been adequately 
addressed. In a recent work in [7], Begen et al. studied the 
problem of multipath routing for MD video in the context 
of Internet overlay networks. The optimal routing problem 
is, however, salved via exhaustive search which has an expo- 
nential complexity. To reduce the computational complexity, 
a heuristic algorithm was proposed in 181. However, thls 
heuristic relies on the special hierarchical structure of the 
Internet and overlay networks. and may not be suitable for 
wireless ad hoc networks. 

In this paper, we study the important problem of multipath 
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routing for MD video in wireless ad hoc networks. We 
follow a cross-laver approach in  problem formulation by 
considering the application layer performance (i.e.. average 
video distortion) as a function of network layer performance 
meuics (e.g.. bandwidth, loss, and path correlation). We show 
that the objective function is a complex ratio of high-order 
polynomials and non-decomposable. Consequently, it would 
be futile to develop a tractable analytic solution. However, we 
find that a metaheuristic technique such as Generic Algoritlzins 
(GAS) [9] is eminently suitable in addressing such type of 
complex cross-layer optimization problems. This is because 
GAS possess an intrinsic capability of handling a poyrilation 
of solutions (rather than working wilh a single current solution 
during each iteration). Such capability gives GAS the unique 
strength of identifying promising regions i n  the search space 
(not necessarily convex) and having less o f  a tendency to be 
trapped in a local optimum, as compared with other trajectory- 
based metaheuristics (e.g., sirndated annealing ( S A )  and tabu 
search (TS) [ l o ] ) .  Using numerical results, we show that 
significant performance gains can be achieved by the GA- 
based approach over trajectory-based approaches. In order to 
examine the quality of GA solutions, as well as setting its 
termination conditions, we develop a simple yet tight lower 
bound on video distortion, which has similar computational 
complexity as Dijkstra’s algorithm. Finally, we show that 
the GA-based multipath routing can be incorporated into 
many existing distributed ad hoc network routing protocols, 
particularly the class of proactive protocols [lll, [12]. As an 
example, we present a distributed implementation based on 
the Optimized Link State Routing Protocol (OLSR) [ll]. 

The remainder of this paper is organized as follows. In 
Section 11, we formulate a cross-layer optimization problem for 
MD video over multiple paths in ad hoc networks. Section LII 
presents a lower bound for video distribution. In Section IV, 
we present our GA-based approach and Section V shows 
numerical results. Section VI discusses a distributed imple- 
mentation of the proposed approach. Section VI1 discusses 
related work, and Section VIIl concludes this paper. 

11. PROBLEM DESCRIPTION 
An ad hoc network can be modeled as a stochastic directed 

graph G{lf, E} ,  where V is the set of vertices and E is the set 
of edges. We assume that nodes are reliable during the video 
session, but links may fail with certain probabiiities. Accurate 
and computationally efficient characterization of an end-to-end 
path in a wireless ad hoc network (or even a wireless link [I3]) 
with consideration of mobility, interference, and the time- 
varying wireless channels is extremely difficult and remains 
active research. As an initial step, we focus on the network 
layer characteristics in this paper, assuming that the physical 
and MAC layer dynamics of wireless links are translated into 
network layer parameters. For example, we could characterize 
a link ( i , j >  E E by: 

bij: the available bandwidth of link { i , j ) ;  
p i j :  the probability when link { i , j )  is “up”; 
lij: average burst length for packet losses on link { i , j } .  

TABLE I 
NOTATION 

Definitions 
graph representation of the network 
set of veriices in the network 
set of edges in the network 
source node 
destination node 
a path from s to t 
an intermediate node in a path 
a link from node i to node j 
bandwidth of link {i,j} 
“up” probability of link { i , j }  
average length of loss burst on link {i, j} 
rate of descripiion I L  in bitdsample 
distortion when both descriptions are received 
distortion when only Description h is received. h=I.2 
average distortion 
werase “up” period of the joim Links 
probability of receiving both dexriptions 
probability of receiving description 1 only 
probabjlity of receiving description 2 only 
probability of losing both descriptions 
routing index variables. defined in (6) 
‘bp’’ to “down” transition prob. of link { i, j }  
“down” to “up” transition prob. of link (2, j }  
average success prob. of joint l ink  
averaae success prob. of disjoint links on ’Ph 

minimum bandwidth of the shared Links 
crossover rate 
mutation rate 

In practice. these ,parameters can be measured by every 
node, and distributed throughout the network using Link State 
Advertisements (LSA) [l 11. We focus on the bandwidth and 
failure probabilities of a path, since these two are key charac- 
teristics for data transmission, as well as the most important 
factors that determine video distortion (see (2)). Other link 
characteristics, such as delay, jitter, congestion, and signal 
strength can be incorporated into this framework as well (e.g., 
see [141). Table I lists the notation used in this paper. 

A. Rate-Distortion Regions for M D  Coding 
Throughout this paper, we use double-description coding 

for M D  video. We consider double-description video since it 
is most widely used in practice [2]-[81. In general, using more 
descriptions and pa&hs will increase the robustness to packet 
losses and path failures. However, more descriptions may 
increase the video bit rate for the same video quality. The study 
in [15] demonstrates that the most significant performance gain 
is achieved when the number of descriptions increases from 
1 to 2, with only marginal improvements achieved for further 
increases in number of descriptions. 

For video coding and communications, a rate distortion 
model describes the relationship between the bit rate and the 
achieved distortion. For two descriptions (each generated for a 
sequence of video frames), denote d,, the achieved distortion 
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when only Description h is received, h = 1,2,  and do the 
distortion when both descriptions are received. Denote Rh 
the rate in bitslsample of Description h. h = 1: ‘7. The rate- 
distortion region for a memoryless !.id. Gaussian source with 
the square error distortion measure was first introduced in [ 161, 
For computational efficiency, Alasti et al. in  1171 introduced 
the following rate-distortion region (also employed i n  this 
paper). 

where n2 is the variance of the source. Denote POD the prob- 
ability of receiving both descriptions, POI the probability of 
receiving Description 1 only, PIO the probability of receiving 
Description 2 only, and P11 the probability of losing both 
descriptions. Then, the average distortion of the received video 
can be expressed as: 

(3 D 7 Po0 . do 4- Po1 . dl  + PI0 . dl  +.PI1 ’ 2. 
B. Description Rates and Success Probabilities 

As a first step to formulate the problem of optimal multi- 
path routing, we need to know how to compute the average 
distortion D as a hnction of link statistics for a given pair of 
paths. That is, we need to compute the end-to-end bandwidth 
(or rate) for each stream and joint probabilities of receiving 
the descriptions (see Eqs. (1) and (2)). 

For a source-destination pair ( s , t } ,  suppose we have two 
given paths [Pl:P2] in G{V,E}. Since we do not mandate 
“disjointedness” in path selection, PI and F2 may share nodes 
and links in G{V! E) .  Similar to 171, we classify the links 
along the two paths into three sets: set one consisting of links 
shared by both paths, denoted as J ( F ’ I , P ~ ) ,  and the other 
two sets consist of disjoint links on the two paths, denoted as 
J ( F h ) ,  h. = 1,2, respectively. Then, the minimum bandwidth 
of .77(P1, P2), &t,  is: 

“in{i,j) E 3(P,,P2)@ijll if J(P,>.P,) # 0 
CO, otherwise. BjQt = { 

The rates of the two video streams, RI  and Ra, can be 
computed as: 

2 Rh = p .  B(ph): if Cm=l B P m )  5 &t, h = 1,2 
R I  + RZ 5 p .  E$,,, otherwise, 

(3) 
where B(Ph) = n i i n { i , j ~ E ~ h { b ~ j } ~  h = 1,2? and p is a 
constant determined by the video format. The first line in (3) 
is for the case when the joint links are not the bottleneck of 
the paths. The second line of ( 3 )  is for the case where one 
of the joint links is the bottleneck of both paths. In the latter 
case. we assign the bandwidth to the paths by splitting the 
bandwidth of the shared bottleneck link in proportion to the 
mean success probabilities of the two paths. 

We now focus on how to compute the end-to-end success 
probabilities. We model each link { i : j }  as an on-off process 
modulated by a discrete-time Markov chain, as shown in 

{ 

aii 

PlJ 

Fig. 1. Thz Filbert twsstate link model. 

Figure 1. There is no packet loss when the link is in the “up” 
state: packet loss rate is 1 when the link is i n  the “down” state. 
Transition probabilities, {a i j ,  &}, can be computed from the 
link statistics, as Pij = 1/lij and CE,~  = (1 - ptj)/(pa31ij). 
For disjoint portion of the paths, it suffices to model the 
packet loss as a Bernoulli event, since losses on h e  two 
descriptions are assumed to be independent. Therefore, the 
success probabilities on the disjoint portions of the two paths 
are : 

P& = (4) 
h { F ( i , j }  E 3ph) pij, if J ( % )  f 0, h = 1: 2 

On the joint portion of the paths, losses on the two streams 
are correlated. If there are K shared links, the aggregate failure 
process of these links is a Markov process with Z K  states. 
In order to simplify the computation, we follow an approach 
similar to [7] in modeling the aggregate process as an on-off 
process. Since a packet is successfully delivered on the joint 
portion if and only if all joint links are in the “up” state, we 
can lump up all the states with at least one link failure into 
a single “down” state, while using the remaining state where 
all the links are in good condition as the “up” state. Denote 
To, the average length of the “up’ period. Then, 

1 

otherwise, h, = 1,2. 

T o n  = 
1 - rI{i,j) E J(?,,P2)(1 - % I .  

The average success probability of the joint portion is: 

{ fIW E J(P, ,P,)  p i j ,  if J(F’1,R) # 0 
Pjnt  = otherwise. 

Finally, the transition probabilities of the aggregate on-off 
process are: 

Note that a = 0 and /? = 0 if g(F’l,P?) = #. The 
consolidated path model is illustrated in Figure 2, where 
J(’F’,,P2) is modeled as a two-state Markov process with 
parameters {a,@), and g(7)h) is modeled as a Bernoulli 
process with parameter &, h = 1 ~ 2.  

With the above path model. the joint probabilities of receiv- 
ing the descriptions can be computed as: 
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Fig. 2. A simplified path model for double-description video. 

C.  The Oprimal Multipath Routing Problem 
With the above preliminaries, we now set out to formulate 

the multipath routing problem for MU video. To characterize 
any s-t path ?jL. we define the following binary variables: 

With these variables. an arbitrary path 'Ph can be represented 
by a vector X" of IE( elements, each of which corresponds to 
a link and has a binary value. We can formulate the problem 
of multipath routing for MD video (OPT-MM) as follows. 

OPT-MM Given a wireless ad hac network G{V! E }  and a 
source destination pair s-t. 

Minimize: D (7) 
subject to: 

1: i f i = s :  V ' i ~ V , h = 1 , 2  

0, otherwise, Vi  E V, h = 1,2  
-1, i f i = t ,  V i f V j h = 1 , 2  (8) 

(91 
<_ 1: if i # t ,  Vi E V,h = 1,2 
= 0 ,  i f i = t ,  b ' i ~  V,h= 1 , 2  

3 : { i , j }  € E  

x!j . RI $- z:j . R2 5 p .  b i j ,  

x?j E {O, l ] ,  V { i , j )  E E,h = 1,2. (11) 
V(i, j }  E E (10) 

In Problem OPT-MM, {z&) are binary optimization vari- 
ables. Constraints (8) and (9) guarantee that the paths are , 

loop-free, while constraint (10) guaranrees the links are stable. 
For a given pair of paths, the average video distortion D is 
determined by the end-to-end statistics and the correlation of 
the paths, as given in (I) ,  (3), and (5 ) .  

Clearly, the objective function (7) is a highly complex ratio 
of high-order polynomials of the %-variables. The objective 
evaluation of a pair of paths involves identifying the joint 
and disjoint portions, which is only possible when both paths 
are completely determined (or can he conditioned on the 
exceedingly complex products of the binary factors and 
(1 - x&) with z?j and (1 - x :~ ) ) .  In [18], Sherali et al. 
considered a problem that seeks a pair of disjoint paths in 
a network such that the total travel time over the paths is 
minimized, where the travel time OR a link might be either a 
constant, or a non-decreasing (or unstructured) function of the 
time spent on the previous links traversed. Even for a simple 
special case where all the links except one have a constant 

(a) Solution 2. 

(b) Solution Z. 

Fig. 3. ?Be two solutions have the same set of links. The only diffcrence 
between them is that a link is shared in 2 (the K-th shared link). hut not 
shared in 5 (a copy i.5 appznded to each of the disjoint portions). 

uavel time (and hence linear objective terms), this problem is 
shown to be NP-hard. Our problem has much more complex 
relationships pertaining to the contribution of each individual 
link to the objective function, which depends in general on the 
other links that are included in a fashion that has no particular 
structural property such as convexity. Hence. it is likely to be 
NP-hard as well. However, we leave a rigorous proof of this 
NP-hardness to a separate paper. 

111. A LOWER BOUND FOR DISTORTION 

Before describing our GA-based approach, we first construct 
a lower bound on the achievable video distortion. Such a bound 
will be very useful in measuring the performance of a heuristic 
algorithm, as well as serving as a reference for setting its 
termination conditions. 

We find that the average video distortion D possesses the 
following riionoronicitv properties (the proofs are presented 
in [19]): 
MI: D is non-increasing wilh Rh, h = 1,2. 
M2: For two cotnpktely disjoint paths, D is non-increasing 

with h = 1,2. 
M3: Consider !he two solutions i and Z shown in Fip- 

urt? 3. Assume ti) the two solurions provide the some 
description rates (i.e.. the Kth shared link is not the 
bottleneck link of the two paths); and (ii) ihe on-ofl 
failure process of the Krh shared link is randoni or 
bursty, i.e., c t ~  t / 3 ~  5 1. men D ( i )  2 D[Z).  

The assumption in Property M3 relates to the covariance of 
two consecutive faiIure events Xk and X k + l  on link { L j } :  

If  aij + pij < 1, two successive failures (or losing both 
descriptions sent back to back on this link) are positively 
correlated, i.e., the failure process is bnrsfy, which, we argue, 
is not atypical in wirdess ad hoc networks. When aij +& = 
1, two successive failures are un-correlated, corresponding to 
mndom packet losses. When aij + ,Bij > li the successive 
failures are negatively correlated (called sub-Dursfy), which 
should be rare in wireless ad hoc networks. In Figure 3, if the 
Kth shared link has bursty or random losses, then 5 yields a 
distortion no higher than 2 .  

We are now ready to construct a simple yet tight lower 
bound on the average video distortion. Algorithm ALG-LB in 
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Find the maximum end-to-end success probability, p * ,  among all s-t paths; 

4. 
5. 

Fis. 1. 
bound for distortion D. 

ALG-LB: a prwedure lo construct a solution xi that yields 3 lower 

Figure 4 is such an algorithm for this purpose. In Figure 4, 
ALG-LB first determines the optimal end-to-end bandwidth 
b* and the optimal end-to-end success probability p* .  It then 
constructs two virtiial paths, which yield a distortion lower 
bound. Under such a lower bound, the corresponding physical 
paths are not necessarily feasible. In  ALG-LB, b* can he 
found using, e.g., the algorithm in [20] with lime complex- 
ity 0 (IEl . log* ]VI), where log’ 77. is the iterured logarifhn 
firrrclion; pi can be found by setting link costs to lag (l/pij), 
V ‘ ( i , j )  E E,  and then applying Dijkslra’s algorithm to find 
the path having the minimum cost. The time complexity of 
finding p* is 0 (IEI . log IVl). 

Proposition 1: Die disfortion D ( x r ) ,  where x; is con- 
structed by ilLG-LB, is a lower bound f o r  distortion D. 

A proof of Proposition 1 is available in 1191 and is omitted 
here for brevity. Note that although we show that 5; dominates 
all disjoint and joint feasible solutions, it does not necessarily 
imply that the optimal paths are always disjoint. The two 
optimal paths may share a “good” link in order to avoid the 
use of low quality links. Also, D ( x t )  becomes an exact bound, 
i.e., D ( z ; )  = D(rc*), if z; is realizable. We will illustrate the 
tightness of this lower bound in Section V. 

IV. A METAHEURISTlC APPROACH 

Although the lower bound offered by ALG-LE3 provides 
a good estimation of D. it may not yield a pair of feasible 
paths for the s-t video session. In this section, we present a 
solution procedure that always produces a pair of  feasible and 
near-optimal paths, 

We believe that the best strategy to address Problem OPT- 
MM is to view it as a “black-box” optimization problem 
and explore an effective naezuh@uristic approach [lo]. In 
particular, we find that Genetic Algorithms (GA) [9] are 
eminently suitable for addressing this type of complex com- 
binatorial problems, most of which are multimodal and non- 
convex.1 GAS are population-based metaheuristic inspired by 
the siirvival-of-t~e-fiftest principle. It has the intrinsic strength 
of dealing with a set of solutions (i.e,, a population) at each 
step, rather than working with a single, current solution. At 
each iteration, a number of genetic operators are applied to 
the individuals of the current population in order to generate 
individuals for the next generation. In particular, GA uses 
genetic operators known as crossover to recombine two or 

‘ n e  other two motiitiunary compumtion (EC) nietaheunsucs, i.e., erv- 
lufionav programming (EP) and evolurionary srrafegy. arc usually uszd for 
continuous optimization problems. while GA is mainly applied to combina- 
tonal optimization problem [ 101. 

A U 
NO 

Fig. 5. Flow chart of OUT FA-based approach. 

Fig. 6.  An example wireless ad hoc network. 

more individuals to produce new individuals, and nrmtion 
to achieve a randomized self-adaptation of individuals. The 
driving force in GA is the selection of individuals based on 
their fitness (in the form of an objective function) for the next 
generation. The survival-of-the-fittest principle ensures that the 
overall quality of the population improves as the algorithm 
progresses from one generation to the next. 

Figure 5 displays the flow chart for our GA-based approach 
to the MD multipath routing problem, which includes the 
following components: solution representation, initialization, 
evaluation, selection, croxsover, and mutation. The termination 
condition in Figure 5 could be based on the total number of 
iterations (generations). maximum computing time, a threshold 
of desired video distortion, or a threshold based on the lower 
bound obtained in Section 111. h what follows, we use an 
example ad hoc network shown in Figure 6 to illustrate the 
components in our GA-based approach. 

1) Soliition Representation and Initialization: In order to 
encode a feasible solution in the genetic format, we need to 
define a gene first and then map a solution to a sequence of 
genes (i.e., a chromosome). Such encoding should be suitable 
for fitness computation (which is determined by the objective 
function) and genetic operations. For a routing problem, a 
natural encoding scheme would be to define a node as a gene. 
Then. an end-to-end path, consisting of ari ordered sequence 
of nodes (connected by the corresponding wireless links), can 
be represented as a chromosome [21]. For Problem OPT-MM, 
each feasible solution consists of a pair of paths (i.e.. a pair 
of chromosomes), denoted as [PI, P2]. An individual in this 
case could be a pair of vectors containing the nodes on paths 
PI and F’z (see, e.g., Figure 7). 

Before entering the main loop in Figure 5! we need to 
generate an initial population, i.e., a set of solutions. A 
simple approach would be to generate this set of solutions 
by randomly appending feasible elements (i.e., nodes with 
connectivity) to a partial solution. Under this approach, each 
construction process starts with source node s. Then, the 
process randomly chooses a link incident to the current end- 
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An individuil 

Fiz. 7. An example individual, s = 1. t = 9 

node of the partial path and appends the link with its cor- 
responding head-node to augment the path, until destination 
node-t is reached. It is important to ensure that the intermediate 
partial path is loop-free during the process. After generating 
a certain set of paths for s-t independently, a population of 
individuals can be constructed by pairing paths from this set. 
Our numerical results show that a properly-designed GA is 
not very sensitive to the quality of the individuals in the initial 
population. 

2) Eiraliration: The fitness function f ( 5 )  of an individual, 
5 [P,,P*], is closely tied to the objective function (i.e., 
distortion D). Since the objective is to minimize the average 
distortion function D, we have adopted a fitness function 
defined as the inverse of the distortion value, i.e., f (E)  = 
l/D(%). This simple fitness definition appears to work very 
well, although we intend to explore other fitness definitions in 
our future effort. 

3)  Selection: During this operation, we select individuals 
that have a better chance or potential to produce “good” 
offsprings in terms of their fitness values. By virtue of the 
selection operation, “good” genes among the population are 
more likely to be passed to the future generations. Several 
selection schemes can be employed during this operation. 
For example, one possible scheme (known as Roulette wheel 
selection [SI) is to select an individual based on a probability in 
proportion to its normalized fitness value, i.e., Pr{choosing 
individual i} = f ixa) /  ‘& f(q). Another possible scheme 
(known as Tournament selection [9])  randomly chooses m 
individuals from the population each time, and then selecis the 
best of these m individuals in terms of their fitness values. By 
repeating either procedure multiple times, a new population 
can be selected. 

4) Crossover: Crossover mimics the genetic mechanism of 
reproduction in the natural world, in which genes from parents 
are recombined and passed to offsprings. Crossover may create 
new individuals, thus exposing the search process to a new area 
of the fitness landscape. The decision of whether or not to 
perform a crossover operation is determined by the cru’ossouer 
rute 0. 

Figure 8 illustrates one possibIe crossover implementation. 
Suppose that we have two parent individuals z1 = [Pl! 731 
and 22 = [T’s,’114]. We could randomly pick one path in z1 
and one in ~ 2 ,  say ’P2 and 373. If one or more common nodes 
exist in these two chosen paths, we could select the first such 
common node that exists in P2, say g r ,  where 4 { s , t } ,  
and we can then concatenate nodes {s, . . I g T }  from F’? 
with nodes { g r + l , .  . . , t }  in P3 (where gr+l denotes the next 
downstream node of gr in P,) to produce a new path P23. 

Fig. 8. An example of the crossover operation. 

Likewise, using the first such node 9.8 in P3 that repeats in 
P2 (which may be different from g r ) ,  we can concatenate the 
nodes (8:. ’ .  , g T r )  from ‘113 with the nodes {g,.f+1:. . .  ; t }  in 
’Pz to produce ti new path P ~ Z .  It is important that we check the 
new paths to be sure that they are foop-free. The two offsprings 
generated in this manner are [PI:  P x ~ ]  and [7k, P4]. On the 
other hand, if PZ and 7% are disjoint, we could swap 7’2 with 
T’s to produce two new offsprings IT’,: 7331 and 173, ”41. 

5 )  Mirfarioti : The objective of the mutation operation is to 
diversrB the genes of the current population, which helps pre- 
vent the solution from being trapped in a local optimum. This 
is a significant advantage over trajectory methods. However, 
just as some malicious mutations could happen in the natural 
world, mutation in GA may produce individuals that have 
worse fitness values. In such cases, some ‘“filtering” operation 
is needed (e.g.> the selection operation) to reject such “bad’ 
genes and to drive GA toward optimality. 

Mutation is performed on an individual with probability p 
(called r/?utUtiof~ rate). For better performance, we propose a 
schedule to vary the mutation rate within [pl,in,pmaz] over 
iterations (rather than using a fix p). The mutation rate is first 
initialized to pmaz;  then as generation number k increases, 
the mutation rate gradually decreases to pminr i.e., 

(13) 

where T,,, is the maximum number of generations, Our 
results show that varying the mutation rates over generations 
significantly improves the on-line performance of the GA- 
based rouung scheme, In essence, such schedule of p is similar 
to the cooling schedule used in SA. Such a kJWiidized GA 
yields better convergence performance than a pure GA. 

Figure 9 illustrates a simple example of the mutation opera- 
tion, In this example, we implement mutation as follows. First, 
we choose a path Ph, h = 1 or 2, with equal probabilities. 
Then, we randomly pick an integer value k in the interval 
[2, IPhl - 11, where [’&I is the cardinality of Ph, and let the 
partial pach {s, . . .  ,gk} be P;, where gk is the I;-th node 
along ph. Finally, we use a random constructive approach to 
build a partial path from gk to t ,  denoted as Pf,  which does not 
repeat any node in F’: other than gk. If no such alternative 
segment exists between gr; and t, we keep the path intact; 
otherwise, a new path can now be created by concatenating the 
two partial paths as ’Pi U?:. For the example in Figure 9, we 
randomly choose node 5 (as g c )  on path ’PI, and reconstruct 
a new segment starting from node 5 to the destination node 
9> i.e., {5,6,9}, The new path created by mutation, PI, is 

PO = Pmax 
k.(&nea-f imsn) { Pk P m m  - T m n r  ’ 
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TABLE II 
COMPARISON OF THE AVERAGE DISTORTIONS OBTAINED BY THE 

GA-BASED ROUTING A S D  ESHA2USTIVE SEARCH 

Fig. 9. An example of the inutation operation. 

the union of the first half of the original path {1,3,5} and 
the newly-constructed segment { .5 ,6:  9). The new individual 
is 2 = [PI, T3]. 

V. NUMERICAL RESULTS 

In this section, we present numerical results on Prob- 
lem OFT-MM. In each experiment, we generate a wireless 
ad hoc network topology by placing a number of nodes at 
random locations in  a rectangular region, where connectivity is 
determined by the distance coverage of each node’s transmt- 
ter. The source destination nodes s and t are randomly chosen. 
For every link, the failure probability is randomly chosen from 
CO.01, 0.31; the available bandwidth is randomly chosen from 
[loo, 4001 Kb/s. with 50 Kbls steps; the mean burst length is 
randomly chosen from [?.6]. We set the GA’s parameters as 
follows: the population size is 15; 8 = 0.7; p is varied from 
0.3 to 0.1 using the schedule described in Section IV; U’ is 
set to 1, since it only affects the absolute value of distortion, 
but does not affect path selection decisions. The GA program 
is terminated after a predefined number of generations or after 
a prespecified computation time elapsed. The best individual 
found by the GA is prescribed as the suggested solution to 
Problem OPT-MM. 

A. G.4-basecl Algorithm versus Exhaustive Search 

One important performance concern is the quality of the 
GA solutions. As discussed, due to the complex nature of 
Problem OPT-MM, a closed-form optimal solution is not 
obtainable. However. for small networks, an optimal solution 
may be numerically obtained via an exhaustive search and can 
be used to compare with the proposed GA-based solutions. 

Table I1 shows the optimal distortion values found by GA 
(each is the average of 30 runs) and by exhaustive search for 
two 10-node and two 15-node networks. We find that the solu- 
tions found by GA are very close to the global optimum in  all 
cases. In addition. the deviation of the GA results is negligibly 
small, indicating that GA executions produce near-optimal or 
optimal solutions. The average computabonal time for GA is 
0.29 s for the 10-node network (about 60 generations) and 0.39 
s for the 15-node network (about 70 generations) on a Pentium 
4 2.4 GHz computer (512 MI3 memory) with MATLAB 6.5, 
For exhaustive search, the average computational time is 58.7 
s for the 10-node case and 1877 s for the 15-node case. 

We also compute the lower bound using ALG-LB for each 
of the networks. The results are given in the last row of 
Table 11. We observe that the lower bounds are tight in all 
of the cases, Le., within 8% to 16% percentile of the global 
optimum. 

Topology 
Setwork Size 10-nods 10-node 15-node 15-node 
Global Optimal 0.3308 0.2001 0.3863 0.2969 
GA (average) 0.3330 0.2004 0.3937 0.2972 
GA (standard de\iatlon) 7.6e-6 
Lower Bound 0.2810 0.1832 0.3517 0.1444 

E. Comparison with Trujecloq Methods 

In order to compare the GA-based approach to trajectory 
methods, we implemented simulated annealing (SA) and tabu 
search (TS). both of which have been used in solving certain 
networking problems. More information on our implementa- 
tions of SA and TS can be found in [I91 and is omitted here 
to conserve space. 

In Figure 10, we plot the evolution of distortion values 
obtained by GAY SA, and TS for a 10-node network and a 
50-node network, respectively. All the three metaheuristics are 
terminated after running for 1 s. Upon termination, GA has 
evolved 210 generations in Figure LOia) and 75 generations 
in Figure 10(b); SA ran €or 1500 iterations in Figure 10(a) 
and 700 iterations in Figure 10(b); TS ran for 1050 iterations 
in Figure 10(.a) and 550 generations in Figure 10(b). GA 
has fewer number of iterations than SA and TS, due to its 
higher computational complexity {see Section VI-B for more 
discussions). For both networks, the best distortion values 
found by GA are evidently much better than those by SA or 
TS. In Figure 10(a), GA converges to the global optimal very 
quickly, while both SA and TS are trapped al local optima 
(i.e., no further decrease in distortion value after hundreds 
of iterations). The same trend can be observed in the 50- 
node network case shown in Figure 10(b), although the global 
optimum is not obtainable here. 

An interesting observation from Figure 10 is that for GA, 
the biggest improvement in distortion is achieved in the initial 
iterations, while the improvement gets smaller as GA evolves 
more generations. Also note that the SA and TS cwves 
increase at some time instances (e.& the TS curve at 0.06 
s in Figure lO(a) and the SA curve at 0.08 s in Figure 10(b)), 
which implies that a non-improving solution is accepted in 
order to escape from local minima. We also plot the lower 
bounds derived using ALG-LB in the figures, which are quite 
tight in both cases. 

In addition to providing much better solutions, another 
strength of GA over trajectory methods is that multiple “good’ 
solutions can be found after a single run. Such extra good paths 
can be used as alternative (or backup) paths if needed. 

C. Comparison with Network-Centric Approaches 
In this section, we compare our GA approach with network- 

centric routing approaches. In particular, we implement two 
popular network-centric multipath routing algorithms, namely 
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I;-shortest path (SP) routing (with k = 2 or 2-SP) [22] 
and disjoint path routing, Disjoint Pathset Selection Protocol 
(DPSP) [23]. Our 2-SP implementation uses hop count as 
routing metric such that two shortest paths are found. In our 
DPSP implementation, we set the link costs to log ( l/ptj), for 
all { i 2 j }  E E,  such that two disjoint paths having the highest 
end-to-end success probabilities are found. We compare the 
performance of our GA-based multipath routing with these 
two algorithms over a 50-node ad hoc network using a real 
video clip. 

There are many ways to generate MD video (see Ill for 
an exceIlent survey). We choose a time-domain partitioning 
coding scheme, where two descriptions are generated by 
separating the even and odd-numbered frames and coding 
them separately, as shown in Figure 11. The first frame in 
each stream is coded in the intra-mode (I  €rame), and the 
following frames are coded in the inter-mode (P frames). A 
10% macroblock Ievel intra-refreshment is used, which has 
been found to be effective in suppressing error propagation for 
the range of loss rates considered. This simple time-domain 
partitioning method is widely used in many video streaming 
studies [Zl, [41-{7]. Compared with a traditional single de- 
scription coder, this coder has a comparable computational 
complexity. Its coding efficiency is slightly lower than a single 

I P P P P time 

Fig. 11. The MD coding scheme used in h e  numerical examples. 

TABLE r I I  
COMPARISON OF GA .AND NETWORK-CENTRIC ROUTING 

description coder, due to the fact that a longer motion predic- 
tion distance is used. However, this reduced coding efficiency 
is well justified by the resulting enhanced error resilience, The 
quarter common intermediate format (QCIF) U76 x 144 Y 
pixels/frame, 88 x 72 CblCr pixels/frame] sequence “Foreman” 
(400 frames) is encoded at 15 fps for each description. Each 
Group of Blocks (GOB) is carried in a different packet. The 
received descriptions are decoded and PSNR values of the 
reconstructed frames computed. When a GOB is corrupted, 
the decoder applies a simple error concealment scheme by 
copying from the corresponding slice in the most recently 
received frame that has not beed corrupted. 

The quality of the paths found by the algorithms are 
presented in Table III. The 2-SP algorithm has the worst 
performance in terms of path success probabilities. The DPSP 
dgorithm has an improved success probability performance 
since it uses link success probabilities in  routing. However, it 
may sacrifice path bandwidth while pursuing low loss paths. 
As a result, it produces the lowest end-to-end bandwidths. 
We observe that our GA-based routing yields paths with 
much higher end-to-end success probabilities and end-to-end 
bandwidths, resulting in greatly improved video quality. * 

The PSNR curves of the received video frames are plotted 
in Figure 12. We observe that the PSNR curve obtained by GA 
is well above those obtained by the aforementioned network- 
centric routing approaches, Using GA, the improvements in 
average PSNR value over 2-SP and DPSP are 6.29 dB and 4.06 
dB, respectively. We also experiment with an improved 2-SP 
algorithm where link success probabilities are used in routing 
(as in  DPSP). Even in this case, our GA-based routing still 
achieves a 1.27 dB improvement over this enhanced 2-SP ver- 
sion, which is still significant i n  terms of visual video quality. 
To further illustrate the significance of the improvements, we 
plot reconstructed Frame 235 in Figure 13. We observe that the 
image delivered by GA has the best quality, while the video 
frames delivered by 2-SP and DPSP are barely recognizable. 
The relatively low quality in these latter two frames are 
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Fig. 12. PSNR curves of received video sequences. . 

caused by low encoding bit rates (which are determined by the 
bandwidths of the paths) and high packet loss rates (which are 
determined by the reliabilities of the paths), see (1) and (2). 
Obviously, our GA-based multipath routing offers significantly 
improved performance at the application layer over the two 
network-centric algorithms. 

An inherent issue of transmitting MD video over multiple 
paths is that when the paths are unbalanced, e.g., either in 
bandwidm or in loss characteristics, the streams may have 
different qualities. When interlaced and displayed, such unbal- 
anced streams may cause large variations in frame quality and 
yield low subjective quality (although a high objective quality, 
e.g., average PSNR, may always be achieved). In Problem 
OPT-MM, due to the symmetry in (l), our GA-based routing 
attempts to find a balanced pair of paths while minimizing D. 
For example, the two paths found by GA as in Table I11 have 
similar success probabilities and exactly the same bandwidth, 
resulting in relatively balanced descripdons. In the case when 
the descriptions are highly unbalanced, the problem can be 
further alleviated by using an advanced MD coder that is 
capable of producing descriptions with unbalanced rates (but 
with relatively equal qualities) [4], or by striping packets of 
the descriptions across multiple paths to make losses of the 
descriptions relatively even. 

(a) Original. m) GA-based routing. 

k) 2-SP. (d) DPSP. 

Fig. 13. Frame 235 from the original and decoded video sequences. 

VI.  DISTRIBUTED IMPLEMENTATION 

In addition to a centralized version of the GA-based multi- 
path routing, we also investigate how to develop an effective 
distributed implementation for practical systems, Our approach 
is to implement our cross-layer routing algorithms by incorpo- 
rating some proven ideas from existing network layer ad hoc 
routing algorithms. 

A. A Distribufed Inrplenienrurion Architecn6re 
Existing routing protocols can be roughly categorized as 

proacbive. whereby a consistent and up-todate view of the 
network is always maintained. and reucrive, whereby route 
discovery i s  performed on-demand. We believe that the pro- 
posed GA-based routing is most suitable to be implemented 
within the pro-active ad hoc routing paradigm. Our choice 
is motivated by the following two important and practical 
considerations. First, it is necessary to make quick routing 
decisions whenever a new MD video request arrives. The 
readily available route information under a pro-active para- 
digm is well suited for this purpose, which can reduce session 
initiation delay for real-time multimedia applications. Second, 
for many applications (e.g., search and rescue), it is highly 
desirable to maintain an accurate network topology and link 
state information at an ad hoc node for administrative purposes 
(e.g., tracking each node's whereabouts). 

Since an effective operation of cross-layer multipath routing 
requires the knowledge of a set of end-to-end paths, at the 
core of distributed implementation are efficient means to build 
and maintain network topology and link statistics databases ai 
each node. To this end, we find that the class of link slate 
routing protocols, such as the Optimized Link Stare Routing 
protocol (OLSR) [l 11 and Topology Dissemination Based on 
Reverse-Pufh Forwarding (TBRPF) 1121, are very suitable for 
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distributed implementation architecture of the GA-based multipath 

this purpose. Figure I4 depicts an implementation architecture 
of the proposed GA-based multipath routing at an ad hoc 
node. This implementation works in a completely distributed 
manner, and thus does not rely on any central entity in the 
network. A detailed discussion of the operations of its key 
modules can be found in [191. 

B. Peflormance Issues 
Link state routing protocols are quite successful in IETF 

standardization. In fact, two of the three existing RFCs for 
MANET routing, OLSR and TBRPF, follow the link state 
paradigm. It has been shown that the overhead associated 
with maintaining a link state database can be effectively 
minimized by either using MPRs, as in OLSR [l l] ,  or by 
reporting partial topology information in the LSAs and using 
“differential” HELLO messages that report only changes in 
neighbor status, as in TBRPF [12]. Our initial distributed 
implementation experience shows that, with proper design 
extension and changes. proactive disfribukd protocols can be 
used to build and maintain a Iink state database for the GA- 
based distributed implementation. 

Another practical consideration for the CA-based approach 
is computation time. Since GA evolves a population of solu- 
tions over a large number of generations, it may have higher 
computational complexity than trajectory methods or network- 
centric multipath routing schemes. Our numerical results show 
that a properly designed GA can compute very good routes for 
ad hoc networks with small and moderate sizes (e.g., 50 nodes 
as in Figure 10) in several hundred milliseconds, which are 
fast enough for practical uses. Incidentally, i t  has been shown 
in [21] that a GA-based algorithm is faster than Dijkstra’s 
algorithm as the network size increases. Furthermore, our 
numerical results show that with GA, the greatest improvement 
in fitness value is achieved after a small number of generations, 
and the improvement gets much smatler after these initial 
generations (see Figure IO). Therefore, there is a trade-off 
between solution optimality and computation time. For a 
delay-sensitive real-time application, GA can compute a set 
of “good” routes very quickly, and the application can use 

these “good” routes with a very small delay. As GA continues 
to evolve, the routes used by the application can be updated 
with newly computed routes for enhanced performance. 

vrI. RELATED WORK 

Multipath routing has been an active research area over the 
years. Various algorithms have been proposed to compute k-  
shortest paths [ 2 2 ] .  node- or link-disjoint paths [18]. [23], or 
braided multiple paths [24]. For given multiple paths, traffic 
proportioning schemes are designed to disperse traffic to the 
paths for an increased end-to-end throughput, load balancing, 
and fast failure recovery [25] .  In the area of wireless ad 
hoc networks, many existing routing protocols are multipath- 
capable (e.g.. Terminode Routing [26]). However, most of 
these multipath routing algorithms are nehvork-centric: they 
do not explicitly address application layer performance issues 
from a cross-layer perspective, as illustrated in Section V. 

The problem of  multipath routing for multimedia commu- 
nications has recently been explored in F51, [71. In [7l? Begen 
et al. studied the multipath routing problem in the context of 
overhy networks. Although path selection is formulated as 
an optimization problem that minimizes video distortion, it is 
acrually solved by an exhausfive search over the exponential 
solution space. The fast heuristic algorithm proposed in [81 
can be used to speed up the computation by resorting to in- 
fraswcture support from the underlying network, which is not 
available in ad hoc networks. Several MD surrogate selection 
algorithms were presented in IS], which provide guidelines 
on selecting MD video servers in a content delivery network. 
Although MD servers are selected such that video distortion is 
minimized, the more importanl (and more difficult) problem of 
finding the optimal routes to the servers has not been addressed 
in this work. 

The potential of GA in addressing networking problems 
has been recognized in recent years. For example, GA has 
been explored to address various networking problems such 
as routing [Zl], [271, [ZX], admission control [291, channel 
assignment [301, network design L311, scheduling [321 and 
buffer management [33]. In particular, Ahn and Ramakrishna 
[21] applied GA to the shortest path routing problem and 
compared its performance to Dijkstra’s algorithm. The authors 
presented an elegant analysis on how to determine the optimal 
population size for the problem studied. These effarts have 
made the imporlant step in exploring the potential of GA for 
network optimization. The research in this paper builds upon 
these efforts and aims to make a leap forward by explor- 
ing GA’s potential to address the more complex cross-laver 
optimization problem. This problem is more substantial than 
the network-centric GA problems, since i t  not only requires 
knowledge at the network layer, but also, a deep understanding 
at the application layer (i.e., video coding capability) in order 
to fuliy exploit the design and optimization space across the 
layers. 
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VIII. CONCLUSIONS 
In this paper, we studied the important problem of optimal 

multipath routing for MD video. We formulated the multipath 
routing problem following an application-centric cross-layer 
approach. We found that a GA-based approach is eminently 
suitable to address such optimal routing problems, which 
involve complex objective functions and exponential solution 
spaces. We designed a GA-based algorithm to address this 
multipath routing problem and found that this approach pro- 
vides near-optimal results. We also developed a tight lower 
bound for distortion, which can be used to evaluate the 
performance of a GA-based solution as well as to establish 
its termination conditions. Further. we showed that a GA- 
based routing is amenable for disuibuted implementation in 
ad hoc routing protocols. This work provides an important 
methodology for addressing complex cross-layer optimization 
problems, particularly those involving the application and 
network layers. 
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