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Abstract
We consider the problem of multicasting multiple de-

scription (MD) video in wireless ad hoc networks. We fol-
low an application-centric, cross-layer approach with the
objective of minimizing video distortion. The contribution
of this paper is twofold. First, we propose a practical MD
video multicast scheme that uses multiple trees to achieve
an improved error resilience performance. The proposed
scheme also takes into account highly diverse wireless link
bandwidths by using scalable coding for each description,
thus further improving the overall video quality. Second,
we formulate the optimized multicast routing as a combi-
natorial optimization problem and propose an efficient Ge-
netic Algorithm (GA)-based metaheuristic solution proce-
dure. Performance comparison with existing approaches
show significant gains for a wide range of network oper-
ating conditions.

1 Introduction

As progress in wireless ad hoc network research contin-
ues, there is a compelling need to support real-time multi-
media services in such networks. In this paper, we study
the important problem of multicasting multiple descrip-
tion (MD) video in wireless ad hoc networks. MD cod-
ing is a technique that generates multiple equally impor-
tant streams, each giving a low, but acceptable video qual-
ity [10]. This decoding independence allows to reconstruct
video from any subset of received descriptions, achieving
a quality commensurate with the number of received de-
scriptions. In addition, MD coding has the forward error
correction (FEC) capability: it is possible to recover lost in-
formation in one stream using information carried in other
received streams [3, 22], but without using any feedback
mechanism. These features make MD video an excellent
match for multimedia multicast in ad hoc networks, where
links are unstable, reliable paths are hard to maintain, and
feedback should be suppressed at best.

Multicast is typically implemented by creating a multi-
cast tree rooted at the sender using multicast routing pro-
tocols [20, 21]. Although well studied for the Internet, re-
search on multicast routing in wireless ad hoc networks is
still in its early stage [14]. In particular, issues such as
interference, mobility, frequent link failures, and topology
changes have all made this research much more challeng-
ing. Since trees are minimally connected, any in-tree link
or node failure will partition the tree into two disconnected
subtrees. In addition, wireless links in ad hoc networks are
much more diverse in terms of quality (e.g., available band-
width, loss, and delay) than links in wireline networks: any
link in an ad hoc network could be highly fragile with dy-
namic state conditions. Consequently, it is critical to inves-
tigate new methodologies for multicast routing in wireless
ad hoc networks.

Multicasting MD video was first discussed in CoopNet
[17] in the context of application-level multicast as a means
to prevent web servers from being overwhelmed by a large
“flash crowd.” In CoopNet, clients form one or more dis-
tribution trees rooted at the server for live media stream-
ing. Video is coded into multiple descriptions, each sent
on a different tree, in order to reduce the disruption caused
by node departures. CoopNet is quite effective in large-
scale media multicasting, since it complements the client-
server architecture (thus achieving the efficiency of central-
ized schemes) and exploits the unique strength in scalabil-
ity of peer-to-peer networks. However, the CoopNet ap-
proach is not suitable for MD video multicast in wireless
ad hoc networks for the following reasons. First, the main
design objective of CoopNet is making servers robust to
“flash crowds,” with video quality as a secondary consid-
eration. As a result, routing is performed by packing the
clients into short and largely balanced trees, in which each
tree edge is actually a (possibly large) number of network
links. Such a logical link level routing approach cannot be
easily translated into a physical-level link routing, which is
the primary interest in this research. Second, CoopNet rout-
ing does not quantitatively address the routing problem and

Proceedings of the First International Conference on Broadband Networks (BROADNETS’04) 
0-7695-2221-1/04 $ 20.00 IEEE 



I

I

P P P P

P P P P time

Description 1

Description 2

Figure 1. The MD coding scheme.

is not optimized in terms of video quality. Such an approach
cannot be optimal in wireless ad hoc networks. Finally, the
MD coding scheme used in CoopNet generates balanced de-
scriptions. It does not consider the possibility that different
trees may have different bandwidths. Since link qualities in
ad hoc networks are highly diverse, such an approach may
make the overall performance dependent on the quality of
the worst tree. Moreover, in CoopNet, each description is
not scalable (i.e., with a fixed rate). Thus, the performance
of a tree is dependent on the quality of the worst link.

In this paper, we present a practical MD video multicast
scheme using multiple trees. As in CoopNet, video is coded
into multiple descriptions, each sent on a different tree. Due
to highly diverse wireless links, the end-to-end bandwidths
from the sender to the receivers (called path bandwidth
throughout this paper) are also highly diverse. It would be
beneficial to code each description into a number of layers,
such that a receiver with a high path bandwidth can receive
more layers and achieve an improved video quality, while a
receiver with a low path bandwidth can at least receive the
base layer for an acceptable video quality. Many sophis-
ticated schemes for multiple description coding have been
investigated over the years, e.g., [3,13,15,17,22,23]. For an
excellent survey, see [10]. A particularly efficient and prac-
tical scheme is based on the time-domain partitioning cod-
ing, where multiple descriptions are generated by separat-
ing the video frames and coding them separately. A double-
description coding scheme using this technique is illustrated
in Figure 1, in which the arrows indicate coding dependency
of the frames. This simple time-domain partitioning method
has been widely used (e.g., in [3, 5, 7, 12, 13, 22]) and will
be also employed in this paper.

We take an application-centric, cross-layer approach to
formulate MD video multicast routing as a combinato-
rial optimization problem. In contrast to previous work
[18, 20, 21, 25], our objective is to optimize the applica-
tion layer performance metric, i.e., video distortion. The
problem formulated for the cross-layer multicast routing is
highly complex and is expected to be NP-complete. There-
fore, efficient heuristic algorithms would be most useful in
practice. We find that Genetic Algorithms (GA) [4] are em-
inently suitable for addressing problems of this type, that
have complex objective functions and large, unstructured
combinatorial solution spaces. We construct a GA-based
solution procedure, and demonstrate its efficacy through ex-
tensive performance studies.

The remainder of this paper is organized as follows. In
Section 2, we formulate the problem of finding a pair of
optimal multicast trees. In Section 3, we present a GA-
based metaheuristic solution procedure. Sections 4 and 5
present performance studies. Related work is discussed in
Section 6, and Section 7 concludes the paper.

2 Problem Formulation

Generally, a wireless ad hoc network having N nodes
and L links can be modeled as a time-varying directed graph
G(N ,L), where N is the set of vertices, representing mo-
bile nodes, and L is the set of edges, representing wireless
links. Accurate and computationally efficient characteriza-
tion of an end-to-end path (or even a single-hop wireless
link) in a wireless ad hoc network, which takes into ac-
count mobility, interference, and propagation, still remains
an open problem. As an initial step, we focus on the net-
work layer characteristics in this paper, assuming that the
physical and MAC layer dynamics of wireless links are
translated into network layer parameters. For example, we
could characterize a link {i, j} ∈ L by:

• cij : available capacity of link {i, j}.

• pij : probability with which link {i, j} fails.

• τij : fixed, or the minimum delay of link {i, j}.

• tij : mean delay of link {i, j}.

• δ2
ij : jitter of link {i, j}.

In practice, these parameters can be measured at every node
and distributed throughout the network using Link State Ad-
vertisements (LSAs) [9].

2.1 Rate-Distortion Model for MD Video

For video coding and communications, a rate distortion
model describes the relationship between the bit rate and the
achieved distortion. We consider a sender generating two
descriptions, with each description being encoded into two
layers. For a general receiver, let dh be the achieved distor-
tion when only Description h is received, h = 1, 2, and d0

the distortion when both descriptions are received. Clearly,
d0 and dh, h = 1, 2 are functions of the rates of the descrip-
tions. Let Rh

base be the base layer rate and Rh
tot the total rate

(i.e., the aggregate rate of the base and enhancement layer)
of Description h, h = 1, 2. Moreover, let P b

00 (P e
00) denote

the probability of receiving both base layers (enhancement
layers), P b

01 (P e
01) the probability of receiving Description

1’s base layer (enhancement layer) only, P b
10 (P e

10) the prob-
ability of receiving Description 2’s base layer (enhancement
layer) only, and P b

11 (P e
11) the probability of receiving none
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of these base layers (enhancement layers). The average dis-
tortion of the receiver can be computed as follows:

Dr = P b
00{P e

00d0(R1
tot, R

2
tot) + P e

01d0(R1
tot, R

2
base) +

P e
10d0(R1

base, R
2
tot) + P e

11d0(R1
base, R

2
base)} +

P b
01{[P e

00 + P e
01]d1(R1

tot) + [P e
10 + P e

11]d0(R1
base)} +

P b
10{[P e

00 + P e
10]d2(R2

tot) + [P e
01 + P e

11]d2(R2
base)} +

P b
11 · σ2. (1)

The rate-distortion region for an i.i.d. Gaussian source
with the square error distortion measure was first introduced
in [16]. For computational efficiency, in [1], Alasti et al.
employed the following rate-distortion region, which is also
used in the present paper.




d0(R1, R2) = 2−2(R1+R2)

2−2R1+2−2R2−2−2(R1+R2) · σ2

d1(R1) = 2−2R1 · σ2

d2(R2) = 2−2R2 · σ2,

(2)

where σ2 is the variance of the source. The region defined in
(2) bounds the MD regions for any continuous-valued mem-
oryless source with squared error distortion [10]. Note that
other empirical rate-distortion models, e.g., the training-
based model in [2], can be incorporated into the formulation
as well.

2.2 Computing End-to-End Statistics

Consider a multicast session with sender s and a set of
receivers r ∈ M. The session uses two trees {T1, T2}, each
rooted at sender s. Before formulating the optimal multicast
routing problem, we need to compute the average distortion
Dr of a receiver r ∈ M as a function of link statistics for
a given pair of trees. Note that we do not mandate disjoint
trees, which will unnecessarily shrink the solution space for
optimization.
End-to-End Delay: For a tagged receiver r ∈ M, let the
path from the source s to r in tree Th be Ph

r , h = 1, 2. Al-
though we do not assume any particular probability distri-
bution for the link delays, we do follow the approach in [8]
for the end-to-end delay. For member r, the end-to-end de-
lay on its path P h

r , denoted as thr , could be modeled as a
“shifted” Gamma distribution [8]:

y(thr ) =
αh

r

Γ(nh
r )

[αh
r · (thr − τh

r )]n
h
r −1e−αh

r ·(th
r−τh

r ), (3)

for thr ≥ τh
r , h = 1, 2. The end-to-end delay from sender

s to receiver r can be interpreted as the total delay of going
through nh

r nodes, each with a processing delay of τh
r /nh

r

and an exponentially distributed queueing delay (with mean
αh

r ). The parameters of the shifted Gamma distribution can

be estimated from the statistics of the links along the path:



τh
r =

∑
{i,j}∈Ph

r
τij , h = 1, 2, ∀r ∈ M

αh
r =

∑
{i,j}∈Ph

r
tij−

∑
{i,j}∈Ph

r
τij∑

{i,j}∈Ph
r

δ2
ij

, h = 1, 2, ∀r ∈ M

nh
r =

(
∑

{i,j}∈Ph
r

tij−
∑

{i,j}∈Ph
r

τij)
2

∑
{i,j}∈Ph

r
δ2

ij
, h = 1, 2, ∀r ∈ M.

Success Probabilities: As indicated in (1) and (2), the
video distortion is the highest when both descriptions are
lost, since σ2 is generally much larger than d0 and dh,
h = 1, 2. In order to reduce the possibility of simulta-
neously losing both the descriptions, the correlation of the
loss processes of the two descriptions should be minimized
at best [2]. It has been shown in previous work, e.g., [19],
that packet interleaving can effectively reduce such a cor-
relation and achieve a significantly improved video quality
at the cost of an additional fixed interleaving delay. Conse-
quently, we assume that video packets are interleaved with
an appropriate interval (i.e., larger than the time-scale of
link dynamics) before transmission, such that packet losses
within the same frame are relatively independent1.

Then, the probability of receiving a video packet before
its decoding deadline ∆h

r by receiver r from tree h is:

qh
r =

[∏
{i,j}∈Ph

r
(1 − pij)

]
· Pr(thr ≤ ∆h

r ), h = 1, 2.

The joint probabilities of receiving the layers can be com-
puted as2:



P b
00 = P e

00 = q1
r · q2

r

P b
01 = P e

01 = q1
r · (1 − q2

r)
P b

10 = P e
10 = (1 − q1

r ) · q2
r

P b
11 = P e

11 = (1 − q1
r ) · (1 − q2

r).

(4)

Optimal Video Rates: Consider a receiver r and its
two associated root paths {P1

r ,P2
r }. We can classify the

links in the two paths as the set of joint links, denoted as
J (P1

r ,P2
r ), and the sets of disjoint links, denoted respec-

tively as J̄ (Ph
r ), h = 1, 2. The minimum bandwidth of

J (P1
r ,P2

r ) is defined to be:

Bjnt
r =

{
B(J (P1

r ,P2
r )), if J (P1

r ,P2
r ) �= ∅

∞, otherwise,

where B(P) = min{i,j}∈P{cij}. Then the path band-
widths of receiver r are:{

Bh
r = B(Ph

r ), if
∑2

h=1 B(Ph
r ) ≤ Bjnt

r , h = 1, 2
B1

r + B2
r ≤ Bjnt

r , otherwise.
(5)

1It has been shown in [5] that the loss correlation of two descriptions is
quite low once the two paths split after the first set of shared links.

2If the path bandwidths of a receiver allow receiving an enhancement
layer from Tree 1, but not from Tree 2, then P e

00 = 0 and P e
10 = 0; if the

receiver can receive an enhancement layer from Tree 2, but not from Tree
1, then P e

00 = 0, P e
01 = 0; if the receiver can only receive the base layers,

then P e
00 = 0, P e

01 = 0, P e
10 = 0, and P e

11 = 1.
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Figure 2. Optimal B1
tot for a fixed B2

tot.

The first line of (5) is for the case when the joint links are
not the bottleneck of the paths, while the second line of (5)
is for the case where one of the joint links is the bottleneck
of both paths. In the latter case, we split the bandwidth of
the shared bottleneck link in proportion to the mean success
probabilities of the two root paths.

Once the path bandwidths are found, we need to deter-
mine the optimal bandwidths of the layers for each descrip-
tion. Clearly, all of the receivers should be able to receive
the base layers in order to effectively decode the descrip-
tions. Thus, we set the base layer bandwidth of description
h to:

Bh
base = min

r∈M
{Bh

r }, h = 1, 2. (6)

The total bandwidth of description h, Bh
tot, should be within

the range [Bh
base, maxr∈M{Bh

r }]. For a chosen Bh
tot, re-

ceivers that satisfy Bh
r ≥ Bh

tot can receive both layers of
description h; other receivers with Bh

r < Bh
tot can only re-

ceive the base layer of description h.
It can be shown that the average distortion of a receiver

Dr is a non-increasing function of the rate Bh
tot, h = 1, 2

[12]. Therefore, for a fixed Bh
tot, the total distortion of all

receivers is a piece-wise non-increasing function of B3−h
tot

with discontinuous jumps at B3−h
r , r ∈ M. An example

with four receivers is illustrated in Figure 2, where the total
distortion is plotted as a function of B1

tot for a fixed B2
tot,

assuming that Bh
1 < Bh

2 < Bh
3 < Bh

4 , h = 1, 2. In this
example, B1

base is set to B1
1 , as given in (6). The total dis-

tortion is the highest when B1
tot = B1

1 , since there is no
enhancement layer for Description 1. If we fix B2

tot and in-
crease B1

tot, the total distortion keeps on decreasing, due to
the monotonicity properties of (1) [12]. When B1

tot reaches
B1

2 , there is a sudden increase in the total distortion, since
Receiver 2 cannot receive the enhancement layer anymore,
and so forth. We find that for a fixed B2

tot, we only need to
evaluate the total distortion at three points, i.e., B1

tot = B1
r ,

r = 2, 3, 4, in order to find the optimal B1
tot.

Figure 3 plots the total distortion for all feasible combi-
nations of B1

tot and B2
tot. We find that the same monotonic-

ity property holds in this case. Due to the monotonicity
properties of (1), we only need to examine the total distor-
tion at points {B1

i , B2
j }, i, j ∈ {2, 3, 4}, in order to find

the optimal total rates that minimize the total distortion. In
general, if there are Kh different path bandwidths in tree
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Figure 3. Total distortion for all combinations
of B1

tot and B2
tot.

Th, h = 1, 2, we only need to evaluate the total distortion
at (K1 − 1) · (K2 − 2) bandwidth combinations in order
to find the optimal bandwidth for both descriptions. Note
that the associated computational burden is low, since many
wireless links operate at a small number of fixed bandwidths
(e.g., K1 = K2 = 4 for a wireless LAN link).

After Bh
tot and Bh

base, h = 1, 2, are computed, the rates
of the descriptions, in bits per pixel, can be determined as:

{
Rh

tot = ρ · Bh
tot, h = 1, 2

Rh
base = ρ · Bh

base, h = 1, 2,
(7)

where ρ = γ · W · H · Rf for a video with frame rate Rf

and frame size W × H ; γ is a constant determined by the
chroma subsampling format (e.g., γ = 1.5 for the quarter
common intermediate format (QCIF)).

2.3 The MD Video Multicast Routing Problem

Before proceeding to the problem formulation, we first
define the following two sets of variables for describing the
choice of trees. For every link {i, j} ∈ L, define

xh
ij

def
=

{
1, if {i, j} ∈ Th, h = 1, 2
0, otherwise, h = 1, 2.

(8)

For every node i ∈ N , define

uh
i

def
=

{
number of hops from s to i, i ∈ Th, h = 1, 2
0, i /∈ Th, h = 1, 2.

(9)
Then, we formulate the optimal MD video multicast routing
problem (OPT-MM) as follows.

OPT-MM Given a wireless ad hoc network G{N ,L} and
a multicast session {s,M}, find a pair of trees {T1, T2},
such that the total video distortion of all of the receivers in
M is minimized. That is:

Minimize: D =
∑

r∈MDr (10)
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subject to:

xh
ij ≤

∑
k:{k,i}∈L

xh
ki,

∀i �= s, ∀j /∈ {i, s} : {i, j} ∈ L, h = 1, 2 (11)∑
j:{j,i}∈L

xh
ji = 1, i ∈ M, h = 1, 2 (12)

∑
j:{j,i}∈L

xh
ji ≤ 1, ∀i ∈ N\M, h = 1, 2 (13)

uh
i − uh

j + N · xh
ij ≤ N − 1, ∀i, j ∈ N , h = 1, 2 (14)

x1
ij · R1

tot + x2
ij · R2

tot = (1 − ε) · ρ · cij ,

for some ε ∈ [0, 1], ∀{i, j} ∈ L (15)

xh
ij ∈ {0, 1}, ∀{i, j} ∈ L, h = 1, 2 (16)

uh
i ∈ {0, 1, · · · , N − 1}, ∀i �= s, h = 1, 2. (17)

In Problem OPT-MM, constraints (11)–(14) represent
the choice of a pair of trees. More specifically, constraint
(11) regulates the input-output relation of an arbitrary node,
i.e., a node can forward a video stream only if it receives a
video stream from its parent node; constraint (12) guaran-
tees that all member nodes are connected in the tree (with
a single parent node); constraint (13) and (14) ensures the
loop-free property of trees. Constraint (15) guarantees that
the links are stable.

In its simplest form, i.e., when there is only one receiver
in the group, Problem OPT-MM reduces to a QoS routing
problem with two additive (delay and jitter), one multiplica-
tive (loss), and one concave (bandwidth) metrics, which
have been shown to be NP-complete [24]. Therefore, we ex-
pect that Problem OPT-MM is also NP-complete3. It would
be futile to pursue exact solutions.

3 GA-Based Solution

We suggest that an attractive strategy to address Problem
OPT-MM is to view it as a “black-box” optimization prob-
lem and to explore an effective metaheuristics approach [6].
In particular, we find Genetic Algorithms (GA) [4] are em-
inently suitable for addressing this type of complex prob-
lems. The basic framework for our GA-based multicast
routing solution procedure is illustrated in Figure 4. We
discuss each component in the sequel.

3However, we leave the rigorous proof for this claim for future research.

Coding and Initialization: In GAs, it is important to prop-
erly represent a solution, which will facilitate the genetic
operations. In our approach, a solution for Problem OPT-
MM is a pair of trees. In our implementation, we use an
adjacency matrix Ah to describe the connectivity in tree h,
h = 1, 2. That is, if ah

ij = 1, link {i, j} is in tree Th,
h = 1, 2; if ah

ij = 0, link {i, j} is not in tree Th, h = 1, 2.
Thus, we characterize a solution for our problem as a pair
of such adjacency matrices.

With this encoding of solutions, we next generate an ini-
tial population. In order to make the individuals evenly dis-
tributed across the entire search space, we take a random
construction approach. Starting with sender s, we randomly
pick links emanating from s and include them (along with
the “to-nodes” at which these links are incident) into the
partial tree. Note that we only choose new links at each
step for which exactly one end node is in the current partial
tree in order to avoid loops, until all member nodes are in-
cluded in the tree. After creating a number of trees in this
manner, an individual can be created by randomly pairing
the trees. An unbiased initial population is thus generated.

Genetic Operations: Genetic operations operate on the
individuals according to their fitness. The fitness of an indi-
vidual f(x̄), x̄ ≡ {T1, T2}, is closely related to its objective
value. Since the objective is to minimize the total distor-
tion, we define fitness as the inverse of the distortion value:
f(x̄) = 1/D(x̄). This simple definition appears to work
very well computationally, although we intend to explore
other fitness definitions in our future effort.

By the selection operation, we select the individuals that
have more potential to produce better offspring in terms of
the fitness value. In our implementation, we use the Tourna-
ment selection scheme [4]. That is, each time, we randomly
pick k = 2 individuals in the population and choose the
one having a higher fitness value. Repeating this procedure
multiple times, we get a set of individuals that have bet-
ter fitness values (and thus better genes or building blocks).
Next, we perform the crossover and mutation operations on
these selected individuals.

Crossover mimics the genetic mechanism of reproduc-
tion in the natural world, where genes from parents are re-
combined and passed to offsprings. For a pair of parent
individuals, we first randomly choose a tree from each of
them. Then, we find a common link in these two selected
trees and exchange the corresponding subtrees connected
by this link. After swapping the subtrees, we also check the
two graphs obtained and make sure that they are feasible,
i.e., they are loop free and include all the member nodes. If
no such common link exists, we simply swap the two se-
lected trees directly between the two parents. For two par-
ents, crossover is performed with a probability θ, called the
crossover rate.

Mutation is the key ingredient of genetic algorithms. It is
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used to diversify the population’s gene pool, and thus keep
the computation from being trapped in a local optimum. By
randomly changing (mutating) one or more genes in an indi-
vidual, the mutation produces a new individual with a ran-
dom “jump” into a new area in the solution space. This
operation therefore enables a wider exploration. In our al-
gorithm, we randomly choose a link in a multicast tree (e.g.,
a link having a low bandwidth or a high failure probability).
Removing this link results in two subtrees. Then, we add
back a link or a branch that will connect the two subtrees
with no loops. For an individual, the probability of being
mutated is called the mutation rate µ.

Termination and Output Trees: As discussed, GA
evolves a population of solutions toward the optimum. Gen-
erally, the more generations, the closer the GA solutions
are to the optimum. The termination condition in Figure 4
could be based on the total number of iterations, the maxi-
mum computational time, a threshold of desired video dis-
tortion, or a combination of these conditions.

Upon termination, the best individual (i.e., the one hav-
ing the highest fitness value f∗) in the final population is
taken as the solution to Problem OPT-MM. Note that in the
final population, there may be more than one solution hav-
ing this best-found fitness value f∗. It is also highly likely
that there are other solutions having fitness values close to
f∗. These solutions can be kept as back-ups for the mul-
ticast session, and can be used when the quality of the se-
lected pair of trees deteriorates, thus reducing need for exe-
cuting the routing process for every tree interruption [20].

4 Comparison with Layered Coding-Based
Approaches

Multicasting layered video has been well studied for the
Internet. For comparison, we also formulated the problem
of multicast routing for layered video using a pair of trees.
For a video with two layers, we investigated the following
two approaches:

• LC-I: send the base layer on the tree having a higher
minimum path bandwidth and send the enhancement
layer on the other tree.

• LC-II: send the base layer on the tree having a higher
success delivery ratio and send the enhancement layer
on the other tree.

If the base layer is transmitted on T1 and the enhancement
layer on T2, the rates of the base layer Rb and the enhance-
ment layer Re can be computed as:

{
Rb = minr∈M{ρ · B1

r}
Re = minr∈M{ρ · B2

r}.
(18)

The average distortion of the video received by r is [19]:

Dlc
r =

[
q1
r · q2

r · 2−2(Rb+Re) + q1
r · (1 − q2

r ) · 2−2Rb

+(1 − q1
r)

]
· σ2. (19)

The first term on the right-hand-side (RHS) of (19) repre-
sents the contribution to Dlc

r when both layers are received;
the second term corresponds to the case when only the base
layer is received, and the third term corresponds to the case
when the base layer is lost.

We performed extensive simulations to compare the per-
formance of the proposed scheme. For each experiment, we
generated a wireless ad hoc network by placing a number
of nodes at random locations in a square region. Connectiv-
ity was determined by the distance coverage of each node’s
transmitter. The source node s and the receivers r ∈ M are
randomly chosen from the nodes. For every link, the failure
probability was randomly chosen from [0, 1] with a trun-
cated exponential distribution (the mean is 0.01); the avail-
able link bandwidth was randomly chosen from [100 Kb/s,
800 Kb/s], evenly spaced at 100 Kb/s intervals. The fixed
delay τij and mean delay tij of a link is set to 5 ms and
30 ms, respectively; the jitter δij is randomly chosen from
[7 ms, 17 ms], ∀{i, j} ∈ L. The GA-based routing scheme
was implemented using MATLAB 6.54. We set σ2 to 1,
since it only affects the absolute value of distortion, but does
not affect path selection decisions. We found that the opti-
mal GA parameter values are quite robust for different net-
work configurations and multicast sessions. In the results
presented here and for the subsequent sections, we set the
population size to 7, the crossover rate to 0.7, and the muta-
tion rate to 0.3.

In Figure 5, we plot the achieved minimum average dis-
tortion among all receivers for various decoding deadlines,
obtained for a 10-receiver group in a 30-node network. Dis-
tortion deadline is an essential characteristic of real-time
multimedia applications that distinguishes them from elas-
tic data applications. Figure 5 plots the average distortion
curves obtained by four schemes, namely, LC-I, LC-II, MD
video multicast using a single tree (i.e., both descriptions
are sent on the same tree), and the proposed MD video mul-
ticast scheme using two trees. Each distortion value in the
figure is the average of 10 runs.

It can be observed that all the four curves exhibit a sim-
ilar behavior when the decoding deadline ∆ increases. For
small ∆, the underlying network cannot satisfy such tight
delay requirements, leading to high distortions for all the
four schemes. On the other hand, very large decoding dead-
lines imply that all the packets that are correctly received
are useful in improving the video quality. In this case, the
achieved distortion is mainly determined by the available
bandwidths and loss characteristics of the paths. Between

4Note that faster computing can be achieved by porting the code to C.
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Figure 5. Effect of the decoding deadline:
comparison of four video multicast schemes.

these two extremes, the average distortion decreases with
∆. With such curves, we can trade-off delay for better video
performance.

In Figure 5, the proposed scheme outperforms all the
other three schemes. Sending both descriptions on the same
tree has the poorest performance. This is because sharing
the bottlenecks greatly reduces the rates of the descriptions
(see (5)). In addition, for completely overlapping trees, the
correlation between the losses of two descriptions becomes
much stronger, making a large interleaving delay necessary.
In LC-I and LC-II, sending the layers on different trees
effectively increases the video rate and thus improves the
video quality. However, the performance of these schemes
is limited by the decoding dependency between the layers,
i.e., the base layer is needed for an effective decoding of the
received video. For good performance, the base layer tree
should be reliable for most of the session period. In wire-
less ad hoc networks, however, such reliable trees are hard
to find. Although feedback and retransmissions can sig-
nificantly improve the performance of layered videos [13],
these should be avoided as far as possible in group com-
munications. Another reason for the poor performance is
that these schemes do not consider the diverse path band-
widths (see (18)). As a result, receivers having high path
bandwidths are not allowed to improve their video quality
and the overall performance is determined by the receiver(s)
having the minimum path bandwidth in each tree.

5 Comparison with Network-Centric Ap-
proaches

In this section, we compare the performance of the GA-
based MD-video multicast scheme with two representa-
tive network-centric approaches based on Dijkstra’s short-
est path algorithm. The Bounded Shortest Multicast Algo-
rithm (BSMA) algorithm in [18] is designed to construct
minimum-cost multicast trees with delay constraints, and is

shown in [21] to achieve the lowest cost among several ex-
isting algorithms. We extend BSMA to compute two trees,
by running the algorithm twice, using a link cost metric
− log(1 − pij) for the first run and a link cost metric 1/cij

for the second run. The same decoding deadline ∆ is used
as a delay bound in BSMA. In another work [20], Sajama
and Haas presented the Independent-Tree Ad Hoc Multi-
cast Routing (ITAMAR) procedure, which is a framework
for efficient multicast routing in ad hoc networks. ITAMAR
continuously maintains a set of multicast trees: one or more
for the session to use and the rest as backups. Among the
several algorithms proposed in [20], we implemented the
Shortest Path Heuristic (SPTH) algorithm for comparison,
using the link cost metric − log(1 − pij). After a pair of
trees are computed by these two algorithms, we apply the
techniques in Section 2.2 to find the optimal rates for the
descriptions and compute the achieved distortion using (1).

The achieved average distortions by the schemes are
listed in Table 1, each being the average of 10 runs. We
find that the GA-based approach significantly outperforms
the two network centric approaches in all of the cases stud-
ied. This is mainly due to the fact that both BSMA and
ITAMAR-SPTH only optimize the network layer perfor-
mance metrics, which does not necessarily achieve the op-
timal application layer performance. For completeness, we
also present the results for LC-I and LC-II. The GA-based
approach again outperforms these layered coding based
schemes by a significant amount.

Among the four schemes listed in Table 1, ITAMAR-
SPTH has a performance closest to the GA-based routing
in terms of distortion values. Therefore, we ran ITAMAR-
SPTH and the GA-based routing for a five-member group in
a 15-node network, and compared the PSNRs of the recon-
structed video frames, in order to demonstrate the efficiency
of the proposed scheme. We used an H.263+ codec (origi-
nally from the University of British Columbia (UBC)) and
the 400-frame “Foreman” trace in the QCIF format. The
video sequence was encoded with a frame rate of 30 fps and
an intra MB refresh rate of 1/10. When necessary, the SNR
scalable coding was used to code each description into two
layers. We implemented the off-line rate control for the en-
hancement layer, which was missing from the original UBC
distribution. Each group of blocks (GOB) was transmitted
in a packet to make them independently decodable.

The qualities of the trees found by both schemes are
presented in Table 2. Generally, GA is comparable to
ITAMAR-SPTH in terms of the success delivery ratio. This
is due to the fact that ITAMAR-SPTH uses link loss rates
as the routing metric when determining the trees. However,
ITAMAR-SPTH does not consider bandwidths and delays
in the algorithmic design, making the delay and the band-
width of the resulting trees unpredictable. For example, a
receiver may have an extremely high delay such that al-
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Table 1. Average Distortion Achieved by GA and Existing Approaches
15-node (∆=100 ms) 30-node ∆=150 ms) 50-node (∆=250 ms)

Dense (12) Sparse (3) Dense (25) Sparse (5) Dense (40) Sparse (10)

BSMA [18] 0.6640 0.7039 0.8921 0.7798 0.7077 0.7884
ITAMAR-SPTH [20] 0.6545 0.6372 0.7205 0.6087 0.7023 0.8242
LC-I 0.7502 0.6228 0.8191 0.7384 0.8011 0.8108
LC-II 0.7253 0.6012 0.8015 0.7103 0.7892 0.7780
GA-based Routing 0.4121 0.3600 0.5152 0.4846 0.5333 0.5280
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Figure 6. PSNRs of received frames by Re-
ceiver 1.

most all of the video packets are overdue (e.g., Receiver
3, Description 2). On the other hand, the GA-based rout-
ing optimizes video distortion directly, which is a com-
pound function of the link statistics. Consequently, the
GA-based approach achieves much higher video rates than
does ITAMAR-SPTH. Such higher video rates greatly re-
duce the distortion caused by the lossy video coder, and on
average, achieved a 3.72 dB improvement in PSNR over the
ITAMAR-SPTH algorithm in this experiment.

We also plot the PSNR curves for three representative re-
ceivers in Figures 6, 7, and 8. The GA PSNR curves are well
above the ITAMAR-SPTH curves for most of the frames. It
can be seen that the GA-based routing attempts to achieve
a balanced quality for the two descriptions, yielding a bet-
ter subjective video quality. This is due to the symmetry of
the description rates and loss probabilities in the objective
function (see (1)). Minimizing such an objective function
will drive GA to find balanced trees. It is possible to further
reduce the quality difference between the two descriptions
by using advanced MD coders. In order to illustrate the
decoded video quality, we present the decoded Frame 226
obtained by receivers 1, 2, and 3 in Figure 9. For all the
receivers, the pictures obtained by the GA-based routing
are much clearer than those obtained by ITAMAR-SPTH.
Specifically, the pictures obtained by ITAMAR-SPTH for
receivers 2 and 3 are barely recognizable.

One advantage of the network-centric algorithms, such
as BSMA and ITAMAR, is that they have lower compu-
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Figure 7. PSNRs of received frames by Re-
ceiver 2.
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Figure 8. PSNRs of received frames by Re-
ceiver 3.

tational complexity than GA-based approaches. However,
the efficiency of the GA algorithm can be improved since
it is well suited for parallel computation. In addition, our
numerical results show that with GA, the greatest improve-
ment in fitness value is achieved after a few initial num-
ber of generations, and subsequent improvements are much
smaller after these early generations. Therefore, for a delay-
sensitive real-time application, GA can compute a set of
“good” trees for the application to use after a very small
delay. As GA continues to evolve, the trees can be dynam-
ically updated with newly computed (better) trees for en-
hanced performance.
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Table 2. GA-based Routing versus ITAMAR-SPTH
ITAMAR-SPTH (∆=100 ms) GA (∆=100 ms)

Member 1 2 3 4 5 1 2 3 4 5

Desc. 1 success delivery ratio 95.6% 47.1% 86.2% 84.2% 99.5% 98.8% 56.6% 98.3% 98.9% 99.6%
Desc. 2 success delivery ratio 99.3% 98.5% 0.2% 98.6% 99.0% 98.1% 99.6% 99.3% 97.9% 98.8%
Desc. 1 BL bandwidth (Kb/s) 100 100 100 100 100 200 200 200 200 200
Desc. 1 EL bandwidth (Kb/s) 0 0 0 0 300 0 300 0 300 300
Desc. 2 BL bandwidth (Kb/s) 100 100 100 100 100 100 100 100 100 100
Desc. 2 EL bandwidth (Kb/s) 0 0 0 0 0 300 0 300 300 300
Average PSNR (dB) 29.53 24.16 24.38 27.55 30.95 31.64 28.63 31.43 31.75 31.70

(a) Receiver 1, GA-
based routing.

(b) Receiver 2, GA-
based routing.

(c) Receiver 3, GA-
based routing.

(d) Receiver 1,
ITAMAR-SPTH.

(e) Receiver 2,
ITAMAR-SPTH.

(f) Receiver 3,
ITAMAR-SPTH.

Figure 9. Reconstructed Frame 226 at the re-
ceivers.

6 Related Work

One relevant work, [17], has been discussed in detail in
Section 1. In this section, we discuss other related work that
provide the background for this investigation.

MD video streaming has been an active research area
due to MD video’s unique error resilience and open-loop
operation capabilities [2, 3, 5, 7, 12, 13]. An empirical MD
rate-distortion model has been presented in [2] for comput-
ing average video distortions from loss probabilities of path
links. The scheme in [5] also shows how to compute the
average video distortion from link statistics in the context
of overlay networks for unicast MD video streaming. These
models can be easily incorporated into the framework pre-
sented in this paper. Some other works focus on end-system
based schemes for supporting MD video unicast streaming
for a set of given paths [7, 8, 13]. The important problem of
finding multiple paths is not addressed.

QoS multicast routing has been an active research area
for many years. Most of these problems belong to the class
of minimum or constrained minimum Steiner tree problems,
which are well-known to be NP-complete. Various efficient
heuristic algorithms have been proposed (e.g., [18,20]). See

[21] for a comparison of the algorithms and see [14] for a
survey of multicast routing protocols in wireless ad hoc net-
works. Most of the algorithms proposed aim to find a single
tree using network layer performance metrics. As our nu-
merical results in the previous section show, such network-
centric approaches do not necessarily deliver good perfor-
mance at the application layer.

In [20], Sajama and Haas propose ITAMAR, a class of
efficient algorithms that construct a set of alternative trees
having low costs. The best tree is then used until it fails, at
which time it is replaced by another tree in the set, so that
the time between a tree failure and rerouting is minimized.
It has been shown in [20] that significant improvement in
the mean time between interruptions can be achieved with a
small increase in the tree cost and routing overhead. As dis-
cussed, our GA-based routing scheme has a similar advan-
tage as ITAMAR in improving the mean time between tree
interruptions. But as our simulation results show, ITAMAR
is not suitable for our problem since it only optimizes a sin-
gle metric at a time. While, generally, the performance of
such algorithms can be improved by defining a compound
routing metric, i.e., a function of capacity, loss, and delay,
such a compound metric-approach does not apply to Prob-
lem OPT-MM. Since ITAMAR-SPTH is based on Dijkstra
algorithm, it requires the compound metric to be additive.
Problem OPT-MM has much more complex relationships
(nonadditive) pertaining to the contribution of any link met-
ric to the objective function, which excludes the use of any
Dijkstra-based algorithm.

In [25], Zhang and Leung propose an orthogonal genetic
algorithm for multimedia multicast routing, which is essen-
tially a delay constrained Steiner tree problem. An interest-
ing experimental design method, called orthogonal design,
is incorporated into the crossover operation and is shown to
greatly improve the convergence speed of the GA. In our
early work [12], a GA-based multicast routing scheme for
unicast MD video streaming is presented. In the present pa-
per, we study a much more difficult problem of finding a
pair of trees, while optimizing the application layer perfor-
mance (i.e., MD video distortion). Our efforts provide an
important methodology for addressing complex cross-layer
optimization problems, particularly those involving appli-
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cation and network layers.

7 Conclusions

In this paper, we have proposed a practical MD video
multicast scheme for wireless ad hoc networks, which is
both error resilient and scalable. We have adopted an
application-centric, cross-layer approach and have formu-
lated the multicast routing task as a combinatorial optimiza-
tion problem. The formulated problem is NP-hard and has a
complex structure that precludes obtaining an exact solution
with reasonable effort. On the other hand, as demonstrated
by our work, Genetic Algorithms are highly suitable for
such problems having an extremely complex objective func-
tion and a large, unstructured solution space. We have con-
structed a GA-based solution procedure for the optimized
double-tree multicast routing problem. Extensive simula-
tions illustrate significant gains in video quality achieved
over existing approaches for a wide range of network oper-
ational conditions.
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