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Abstract—Providing quality-of-service (QoS) to video delivery and the underlying prioritized transmission system to interact
in wireless networks has attracted intensive research over the with each other in order to cope with service degradation and

years. A fundamental problem in this area is how to map Q0S |egqyrce constraint in a time-varying wireless environment [2],
criterion at different layers and optimize QoS across the layers. In

this paper, we investigate this problem and present a cross-layer [9]- . . . .
mapping architecture for video transmission in wireless networks. ~ Being different from wired networks, wireless networks typ-
There are several important building blocks in this architec- ically have time-varying and nonstationary links due to the fol-
ture, among others, QoS interaction between video coding and |owing factors: 1) fading effects coming from path loss, large-
transmission modules, QoS mapping mechanism, video quality 5e516 fading, and small scale fading [15]; 2) roaming between
adaptation, and source rate constraint derivation. We describe heterogeneous mobile networks [e.g., from wireless local-area
the design and algorithms for each building block, which either : ] g0
builds upon or extend the state-of-the-art algorithms that were Network (LAN) to wireless wide-area network (WAN)]; and
developed without much considerations of other layers. Finally, 3) the variation in mobile speed, average received power, and
we use simulation results to demonstrate the performance of the surrounding environments [12], [15]. Consequently, the quality
proposed architecture for progressive fine granularity scalability ¢ \yjreless link varies, which can be measured by the variation
video transmission over time-varying and nonstationary wireless . . . .
channel. of the signal-to-noise ratio (SNR) or the bit-error rate (BER).
These variations result in time-varying available transmission
bandwidth at the link layer (also called the channel service rate
[3],[31]), which also leads to time-varying delay of arrival video
packets at the application layer, especially when retransmission
is employed at the link layer. Since the buffer size at the link
. INTRODUCTION layer is typically finite, the time-varying channel service rate can
ITH the development of third-generation (3G) [4], [10],induge buffer_overflow (and therefore, vidgq pac!(et loss) due to
W [13] and fourth-generation (4G) [2] wireless standardéhe bit rate mismatch between the transmitting video packet and
new broadband video applications can be offered to mobffée channel service rate. At the application layer, due to vari-
users. In addition to delivering high bit rate video applicationgtion in arrival time of video packets, some packets may be-
3G and 4G systems are also expected to provide multil@me useless during playback if its arrival time exceeds certain
quality-of-service (QoS) guarantees to different types of uséreshold. . . . _ o
applications. For example, the packet-switched connection inWith time-varying wireless link quality, providing QoS for
the Universal Mobile Telecommunications System (UMTSYideo applications in the form aibsoluteguarantee [25], [28]
provides four different services differentiated by delay sendgPay notbe feasible. Thus, itis more reasonable to provide QoS
tivity: conversational, streaming, interactive, and backgrourd the form ofsoft (or “elastic”) guarantee, which allows QoS
classes [10]. An important issue in providing multiple Qofarameters in the priority transmission system to be adjusted
guarantees to video applications in wireless systems is dynardieng with changing channel conditions. The relative QoS dif-
QoS management for services with mobility support [2]. Aerentiation discussed in [2], [8], and [28] is one of the possible

dynamic QoS management system allows video appIicatio‘P@UtiO”S for next generation adaptive QoS system. Similarly, on
the application layer, it is desirable to have a video bitstream be

adaptive to changing channel conditions. Among several pos-
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and/or the probability of delay violation at the link layer. Or
the other hand, at the video application layer, QoS is measu
objectively by the mean squared error (MSE) and/or the pez
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signal-to-noise ratio (PSNR). Despite of recent research effg Video bu@
in mapping QoS parameters across these two domains (see T
lated work in Section VII), there are still some important issue : QoS Mapping & = Teansmission
that remain unanswered, which we summarize as follows. —* Control
1) A QoS-based adaptation model, which shows hg vieommu “dm"b%
QoS parameters of both priority transmission systen

and video applications should be adjusted based
time-varying wireless channel.

2) A coordination mechanism between priority transmissic
system and video applications, which provides interactic
between the two layers.

3) A resource allocation within the priority transmissior
system, which provides soft QoS guarantee based

Decoder
time-varying wireless channel.

To address these issues, we present a QoS m_apping "f‘rﬁiﬁi'l. A schematic of a cross-layer QoS management architecture for video
tecture that address cross-layer QoS issues for video delivegivery over wireless channel.

over wireless networks. We present details for each important
building blocks under this architecture, which include: 1) the In this investigation, we consider to model the wireless
derivation of the rate constraint of a priority transmissionhannel at the link layer (instead of physical layer) since
system; 2) the development of a QoS mapping mechanis¢he link layer modeling is more amenable for analysis and
that optimally maps video classes to statistical QoS guarantsgsulations of the QoS provisioning system (e.g., delay bound
of a priority transmission system; and 3) the QoS interaos packet loss rate) [31]. Here, the wireless link is expected
tion procedure between video applications and the prioritg be fading, time-varying, and nonstationary, which will
transmission system to provide the best tradeoff between threvide a time-varying available transmission bandwidth for
video application quality and the transmission capability undeideo service. We assume that the fading, time-varying, and
time-varying wireless channel. nonstationary characteristics of the wireless channel can be
The rest of the paper is organized as follows. In Section I, waodeled by a discrete-time Markov model (see Section IlI-A),
describe the cross-layer QoS mapping architecture proposesvirere each state represents the available transmission rate
this paper. In the subsequent three sections, we present theudeler current channel conditions. This channel modeling
tails for the important building blocks in this architecture. In paprocess is performed by the adaptive channel modeling module
ticular, Section Il derives the rate constraint of a priority transn Fig. 1. Since the Markov model for the channel can be fully
mission system, Section |V presents the QoS mapping betwednaracterized by its transition probability matrix, the adaptive
video applications and the priority transmission system undgrannel modeling module will periodically measure and update
time-varying wireless channel, and Section V shows the intdéhe transition probability matrix to keep track of the current
action procedure between video applications and the priorithannel characteristics based on the algorithm proposed in [12].
transmission system. Simulation results are given in Section VI.We now describe the link-layer transmission control module
Section VII reviews related work and Section VIII conclude# the architecture. In this module, we employ a class-based
this paper. buffering and scheduling mechanism to achieve differentiated
services. In particular, we maintaii QoS priority classes with
each class of traffic being maintained in separate buffers. A strict
(nonpreemptive) priority scheduling policy is employed to serve
Fig. 1 shows the proposed cross-layer QoS mapping arcpackets among the classes. That is, packets in a higher priority
tecture for video delivery over a single-hop wireless networkgueue will always be sent first; packets in the lower priority
This architecture considers an end-to-end delivery system fpreue will be sent only if there is no packet in the higher priority
a video source from the sender to the receiver, which includgseues. Also, packets within the same class queue are served
source video encoding module, cross-layer QoS mapping and first-in—first-out (FIFO) manner. For a packet that experi-
adaptation module, link layer packet transmission module, wirences excess queueing delay (i.e., will miss its scheduled play-
less channel (time varying and nonstationary), adaptive wireldssck time) will be flushed out of the buffer (discarded) without
channel modeling module, and video decoder/output at the b&ing sent over the wireless channel. Based on this class-based
ceiver. In this section, we will give an overview of key modulebuffering and strict priority scheduling mechanism, we expect
in this cross-layer QoS mapping architecture. Since the mairat each QoS priority class will have some sort of statistical
challenge here is the time-varying and nonstationary behavi@oS guarantees in terms of probability of packet loss and packet
of the wireless link, we will describe its modeling first. Thendelay. As we shall see in Section IlI-B, statistical QoS guar-
we will discuss the link layer packet transmission module, armhtees of multiple priority classes can be translated into rate
cross-layer QoS mapping and adaptation module. constraints based on the effective capacity theory [5], [31]. The
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calculated rate constraints will in turn specify the maximum data TABLE |
rate that can be transmitted reliably with statistical QoS guar- SUMMARY OF NOTATIONS |
antee over the time-varying wireless channel. Consequently, this () : random channel state at time t.
will enable us to classify video substreams into classes and al- : zﬁm"lfa tce"‘;““e‘ transmission rate of
locate transmission bandwidth for each class. Tehannel :  expected link-layer transmission rate.

It is worth pointing out that the adaptive wireless channel P{} : probability of the event {-}. .

. . .. Dij : transition probability from channel state 3

modeling module and link-layer transmission control module to channel state j.
are generically designed and application independent. They are »: : state probability of channel state 7.
. . Piransition transition probability matrix.
installed at wireless end system as a common platform to sup- p;3) :  queue length of priority class i at time .
port a wide range of applications (not limited to video delivery). B2 : ‘buffer size of priority class 7. .
There are many advantages for such design, such as universa L : delay bound provided by priority class .

. . . . Ti(t) :  delay bound provided by priority class 7 at time ¢.
applicability, modularity, and economy of scale (i.e., can be g, . QoS exponent corresponding to guaranteed packet
massively produced). 5 gssS probabili:y of priori:i)f clatss i. teed packet

. . . i . 0> exponent corresponding to

We now consider the QoS-mapping and adaptation module, % delay probability of priority class 7. pe
which is the key component to achieve cross-layer QoS mapping i ¢ QoS exponent corresponding to required packet
; e ; ; : : loss probability of substream i.
in this video delivery architecture. Unlike the adaptive channel . probability that a buffer of priority class

. . . . T -

modeling module and link-layer transmission module, the QoS- i is not empty. o _
mapping and adaptation module is application-specific. In this Si® ¢ chamnel [os"t‘;"’e of class % in bits over the time
case, it is designed to optimally match video application layer «;(t) :  generated source rate of class i in bits/s
QoS and the underlying link-layer QoS. Since the QoS measure O at ‘;me t~h i ¢ class 1 in bits)

1 H H H H H a; u . random channel service rate of class 2 in bits/s.
aF the wdep appllcatllon layer (e.g., dlstqrtlon aqd uninterrupted () . effective capacity of a channel of class i with
video service perceived by end users) is not directly related to QoS exponent u. ' )

QoS measure in the link layer (e.g., packet loss/delay proba- 4i(¥) :  asymptotic log-moment generating function of a

stochastic process of class 3.

bility), a mapping and adaptation mechanism must be in place
to maximize application layer QoS with the time-varying avail-
able link layer transmission bandwidth. To be more specific, At Time-Varying Nonstationary Wireless Channel Rate

the video application layer, each video packet is characterizedAlthough the wireless channel is expected to be time-varying

based on itS.IOSS and_delay prop_erties, which Cont_ribute to %‘ﬁd nonstationary, we assume that within each small time in-
end-to-end video quality and service. Then, these video pac tﬁ/al, sayg, the channel rate is stationary and time-varying.

are cilassified and optimally mapped to. the cIas;es of "nk.tra.rl‘—ﬁjrthermore, within each small time intervglwe assume that
mission module under the rate constraint. The video applicati Brvice rate for the time-varying wireless channel can be mod-

layer QoS and link-layer QoS are allowed to interact with eacl), by a first-ordef.-state Markov model as suggested in [29].

other and adapt along with the wireless channel condition. T @Within the small time intervay, denoteX.(u) as the state
objective of these interaction and adaptation is to find a satisf G the channel at time and X (u’) e {1 L}. Each state
¢ yo., L}

tory QoS tradeoff so that each end user’s video service can e(u) — i corresponds to a channel link condition, which can

supported with available transmission resources. In Sectloné] characterized by an achievable channel transmission rate of

we will show in details how the video application layer Qo 7,;. The achievable channel transmission rate at st@teunit of
can be optimally mapped into link-layer QoS for video pack%ﬁts per second) can be computed as
transmission. Then, in Section V, the adaptive QoS module via

cross-layer QoS interaction will be described. ri = R -logy(1+ ) 1)
. VIDEO BITSTREAM RATE CONSTRAINT UNDER whereR is the transmission bandwidth in Hz amdis the SNR
PRIORITY TRANSMISSION value of the wireless channel condition at stafhysical layer

parameter) [12].

In this section, we derive the video substream rate constrainiFor the.-state discrete-time Markov chain, denpigas the
in the strict priority transmission module. The rate constraigtate transition probability from staigat timew — 1) to state
specifies the maximum input data rate to a particular buffer claggat time «) with a transition time interval of 1 time unit and
that can be transmitted with certain statistical QoS guarantge< 4. That is,pi; = P{X.(u) = j|X.(u— 1) = i}. Then,
It will be used as the basis to allocate the channel bandwidte .-sate Markov chain can be completely characterized by the
for data transmission. Since the wireless channel is expectedt 7, state transition matrix
be fading, time-varying, and nonstationary, in Section IlI-A, we
first characterize the time-varying available transmission rate pi1, -+ PiL
using a Markov chain [12]. Then, in Section III-B, we out- P ransition = : : : . (2
line key results from effective capacity theory that will be used
for our derivation for the class rate constraint. Finally, in Sec-
tion IlI-C, we derive the rate constraint for each class traffic Using the state transition matrix, we can calculate the state
under a strict priority scheduler. Table 1 lists the notations thaptobability for Markov model within the time interval [27],
we will use in this paper. which we denote a§;,po,...,pr]. Therefore, the expected

pL1 - PLL
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alt) a(t) o(t) whereA(©)(f) is the asymptotic log-moment generating func-
A

st Transmission \'\'{1’“ tion of S(f/), defined as
At rate constraint
’\i\!\” e log E [e~#5(]

—
B(t) !

A(9) = lim

t t—oo t

and# is called the QoS exponent corresponding to the effec-
tive capacityu(d). The parametef is related to the statistical

t I

Time-varying
. h

Source A(®)

Generator o ms:rv'ce QoS guarantee (e.g., packet loss probability) of the time-varying
| S channel. By using large deviation theory [5], [31], the statistical
x: QoS exponent of 0:QoS exponent of QoS guarantee in terms of packet loss probability can be derived
Bmax transmission service . .
the generated source as a function of) as follows:
Fig. 2. A queueing transmission model. P {B(t) > Bmax|6} ~E- e~ 0B @)

) o ) o where B(t) is the buffer occupancy at timg B™** is the
link-layer transmission ratehannel during this time intervay - maximum buffer size¢ is the probability that the buffer is
IS not empty, and¢ - e~?B"" is the approximate packet loss

L probability guarantee.

Tehannel = Z i ps (3) As indicated by (6) and (7), the effective channel capacity is

i1 related with the statistical QoS guarantee through the QoS ex-
. . i o ) ponentd. Intuitively, it says that the effective capacity in (6)
wherer; is the achievable link layer transmission rate in (1). jmngses a limit for maximum amount of data that can be trans-
~ Atthe end of each time intervgl the state transition matrix piyeqd over time-varying channel with statistical QoS guarantee
in (2) will be updated by the adaptive channel modeling moduje ).
to reflect the nonstationary nature of the wireless environment;, general (see Fig. 2), the statistical QoS guarantee required
[12]. by the source (e.g., characterized by a QoS exporgntay
mismatch with the statistical QoS guarantee provided by the
channel (i.e., characterized by the QoS expomgnin partic-

In this section, we provide some background on effective sesar, if the source generating rate corresponding to the effective
vice capacity, which will be used to derive the rate constraintipacity of QoS exponentis greater than the effective channel
for multiple classes under strict priority scheduling in the nexfapacity (i.e.u(x) > w(#)), part of the source rate would be
section. expected to be cut-off (or shaped). The following result from

Fig. 2 shows a queueing system for time-varying source rg& and [6] shows the maximum source rate that can be trans-
and channel service rate. The accumulated amount of data geitted when there is a mismatch between the QoS exponents
erated by the source from time O#t¢s a random variable of the corresponding to the source and channel

B. Effective Service Capacity: Some Background

form [ uld), 0<K<0 -
; ) = W(0)2 + 5=8egi (s — ), K> 6
Alt) = /a(u)du (4)  wherex > 0 is the QoS exponent corresponding to the packet
0 loss probability required by source generation rate @pd is
the source generation rate with QoS exponeritote that

wherea(u) is the source data generation rate. The amount of
data A(t) will be stored in the buffer of sizé&3™** awaiting AL(G - k)
for transmission. On the other hand, the accumulated channel k—0
service from time 0 ta@ is of the form can be viewed as the effective bandwidth [5], [11], [3156)
t with the QoS exponent — 6.
S(t) = /a(c)(u)du (5) Note that _When'the time—varying service rate is modeled.as a
Markov chain as in Section IlI-A, the closed form of effective

service capacity and effective bandwidth can be obtained via [5]

wherea(®)(u) is the channel service rate at timeRecall that and [11] as

es(t)(ﬁ — 9) =

0

the time-varying channel service rate has been modeled by a In [Q(e~ " Pransition)]
L-state discrete-time Markov chain in Section Ill-A, where u(f) = 5 9)
a(u) € {ri,ra,...,71}.

Based on the results in [5] and [31], the stochastic behavfffl)rr]d
of the accumulated channel servigg) can be described by the o) — In [Q(e?* Piransition) |
concept ofeffective capacitywhich can be written in the form esw(f) = /]
of

(10)

wherep(f) andeg ) (¢) are the effective capacity and the ef-
A©)(9) fective bandwidth of5(¢) corresponding to QoS exponeéhte-
n(0) = 7 (6)  spectively,Piransition iS the transition probability matrix of the
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discrete Markov model ard(U) is the spectral radius of matrix equalingx». Hence, from (8), the rate constraint of substream 2
U. A is defined as a diagonal matrix of achievable channel trartsin be computed based o C)(u) as
mission rate of each Markov state obtained from (1). In case of

L Markov states, the diagonal matrix can be shown as “2(92)’9,, 0 < kg < 6
pa(kig) = { H2(02).2
rn 0 ... O +%~es(t)(lﬁ2—92), Ko > 05
0 T ... 0 (16)
A= . . . | (11)  whereSs(t) is the random variable of information that can be

transmitted over priority class 2 under the time-varying service
rateagc) (u) fromtime Otot, us(-) is the effective capacity com-
puted fromSy(t) with (6), andes, 1) (k2 — 02) is the effective
C. Rate Constraint Derivation of Multiple Priority Classes ~bandwidth ofS(#) with QoS exponent provisioning, — 6>.
. . o . Together with (12), the rate constraint on both substreams 1
The rate constraint of multiple priority classes under a time-

. : - . . L . and 2 can be expressed as

varying service rate channel® (u) is derived in this section.
We assume that the channel characteristic is stationary in a pe- min {1 (K1), @1(t)} < Tehannel (17)
riod of derivation but time-varying. We start the derivation by
first assuming that there are only two priority classes with QoaPS‘d
exponents); andf, corresponding to their guaranteed packet_ . .
Iosps probabilities. The rarl?domlyggenerate% rate of daI?ta sub- {ia(r1), @1 ()} +min {piz(kz), a2(6)} < Tehanner- (18)
stream at time for transmitting over the first and second pri- (17) and (18) show that the transmission rates of substreams 1
ority classes arer; (t) andas(¢) and stored in different buffers and 2 are limited by, (x1) anduz (r2), respectively. Moreover,
of sizesB{"™* and By***, respectively. The statistical QoS guarthe summation of the constraint on the rate of both substreams
antee of each priority class is provided in form of the packédtand 2 should not exceed the expected channel service rate
loss probability as shown in (7), which is computed based @@,...1- Therefore, when the substream demands to send more
its corresponding QoS exponent and the buffer size. With thata than the rate constraint, in which the priority class can allow
strict priority scheduling, the second priority class has a lowaiith the statistical QoS guarantee, the rate shaper algorithm has
priority than the first priority class and will be served only afteto be applied to shape the information rate to meet with the rate
all data in the buffer of the first priority class is served. constraints.

For the first substream in the high priority buffer, itis easy to The procedure for deriving the rate constraint for two data
see that the rate constraint of substream 1 with QoS exponsuabstreams can be easily extende&tsubstreams via
requirements; transmitted over the priority class 1 with QoS

0 0 ... TL

exponent and buffer sizeBj*** can be shown based on (8) as Z min { i (ki), (8} < ret 1 E=12 . . . K
. 1=1
min {.UJI(KJI)7 al(f)} < Tchannel (12) (19)
wherep;(x;) is the rate constraint of substrearmomputed by
or assuming that the channel service rate seen by subsiream
be written as
min {/L1(61)7 al(t)} < Tchannel, 0 S K1 S 01 (13) i—1
min {ul(mﬁ p b ol (u) = ol (u) = 3" min {1, (). 05 (1)} (20)
K1 K1 j=1

'esut)(“l —6), O‘l(t)} < Tehannel, £i1 > 01 (14) wheres; is the QoS exponent corresponding to the guaranteed

wherep: (1) is the rate constraint of substream 1 aggne packet loss probability required by source substréande; (t)

is the expected channel service rate computed frons)) is is the random data rate generated by the source of class

. . : . As shown in our analysis, the rate constraints for multiple
the random variable of information that can be transmitted over. .
o . . . ) priority classes are dependent on each other. Channel occupa-
priority class 1 under the time-varying service ratg’(u) =

© ; tion by higher priority classes (i.e., rate constraints) affects the
a'“(u) from time O tot. ; o .
rzite constraints of lower priority classes. The higher channel

For the low priority substream, the existence of substream . . - .
occupation from higher priority classes, the lower opportunity

affects the rate constraint of substream 2 due to the strict pri- o ;
tk channel resource usage from lower priority ones. It is worth

. . . - o)
ority scheduling algorithm. The derivation of the rate constrain binting out that although we only consider rate constraint under

of substream 2 can be simply viewed as trying to transmit SL}%{-. g 9 . o )
o . . strict priority scheduling in this paper, it is possible to extend
stream 2 alone with time-varying channel service rate

this result under other scheduling disciplines.

() — (O ;

= — yoq(t 15
o (u) = oy (w) —minfp k1), 2 (8)} (15) IV. M APPING VIDEO LAYERS FORQOS QASSES
Whereag“)(u) is the time-varying channel service rate, which In this section, we study how to optimally map each video
is seen by substream 2 with the existence of substream 1. Slager to one of the priority classes. Although our focus is on
pose that substream 2 has its own QoS exponent requirensalable video coding, the underlying technique is applicable
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TABLE I
SUMMARY OF NOTATIONS Il

AD;
vi(*)
&i(")
Ngop
L]

ta(d)
Dgop(:)

Bi()
T(¢)
Q;

O;

Ns

video playback frame rate in frames/s.

the distortion reduction if video layer j is correctly
received.

the probability of packet delay violation under
priority class 3.

the probability of packet loss under priority class 4.
the number of video frames in one group of
pictures (GOP).

the priority class that video layer j is transmitted.
the playback deadline of video layer j.

the expected distortion if no video data is received.
the total expected distortion from mapping

Ngop scalable video frames to priority classes.
the probability that video layer j is lost due to either
buffer overflow or playback deadline violation.

the size of video layer j, which will be conveyed by
priority class 3.

the QoS bound of the video quality requirement

at time ¢.

the range of statistical QoS guarantee in terms of
buffer overflow probability of priority class 3.

the range of rate constraint corresponding to the
range of statistical QoS guarantee of priority class i.
the set of the guaranteed packet loss probability of
priority networks.

the number of possible QoS parameters of multiple
priority classes used for QoS adaptation.

Video frame 1~ Video frame 2  Video frame 3 Video frame N
1 P P
> > —P> Base layer
A v v
] —> 1%t enhancement
layer
¥ v
I 2" ephancement

layer

layer

T
P

T,+ UF T,+2F

T,+ (N-1)F
Playback deadline

Fig. 3. GOP structure of MPEG-4 PFGS scalable video.

3" enhancement

put onto the same priority classFurthermore, suppose that
the video playback frame rate at the end user is fixed’at
frames/s. If the mobile terminal starts to play back the first video
frame of a GOP at tim&},, video framen in the same GOP
should be received and be ready to be displayed before time
Tua(n) = T, + ((n — 1)/ F) for uninterrupted playback.

Let® = [m,...,mr] be the mapping policy from/ video
layers toK priority classes, where; € {0,1,..., K} is the
priority class that video layeris transmittedr; = 0 represents
the fact that video layef is abstained from transmission. The
overall expected distortion from the mapping schetrean be
derived using the dependent structure of scalable video [7] as
shown in Fig. 3, which can be expressed as follows

M
Dgop(T) = Do — Z AD}/; (21)
=1

where
ADj; = AD Ty (1= By (0,162, ) (22)

D¢op(7) is the total expected distortion from mapping:op
scalable frames té& different priority classes with an alloca-
tion policy 7, Dy is the expected distortion if no video data are
received A D; is the distortion reduction if video laygtis cor-
rectly received. Note that the terbh; <;(1 — 8/ (0, ¢ ,))

in (22) is the probability that video laygrand all video layers
4’, onwhich video layej depends, are correctly received while
video layer;’ is transmitted over the priority clags.. The pri-
ority classm; has QoS exponertt; , and Prir which corre-
spond to its guaranteed buffer overflow and delay bound prob-
ability, respectively. On the other hand; (¢ ,,#-,) is the
probability that video layey’ is lost due to either buffer over-
flow or playback deadline violation when transmitted over pri-
ority classr;/. Since we map all video packets from the same
video layer to the same priority class, the probability that video
layer j” will be lost can be computed as

B () = (02,) (1, (5)
ny (bmyotald))  (23)

wheree, (0= ,) and v, , (éx,.ta(j')) denote the probabili-
ties that video packets corresponding to video layeare lost
due to buffer overflow and playback deadline violation (i.e., the
deadline ist4(j’))) when transmitted over priority class;,
respectively.

to other prioritized video coding schemes (e.g., relative priority To derives, , (6 ,) andvx , (¢« ,,ta(4')), we use our results
index [24]). Some additional notations are listed in Table II. in Section I1I-B, which was based on the theory of large devia-

A. Preliminaries

) —6, , B
Fig. 3 shows a group-of-picture (GOP) structure of MPEG-2, (97rj,) =P {Bw_j, (t) > B;fj?*lew,} R, e T
PFGS[30]. Suppose thatthere &gop video frames and there

tion [5], [31]. First,e-, (0, ) can be directly obtained by using
(7) as o

max

(24)

areM video layers in one GOP. Therefore, the loss of any videehere¢ , is the probability that the buffer of priority clags
portion will affect the end-to-end video quality due to the inis not emptyf , is the QoS exponent corresponding to buffer
terdependency within the encoding structure. Each video layererflow probability of priority classr;, Br , (t) is the buffer

is packetized into several fixed-size packets before transmis-
sion. Each video packet cannot contain video data across vidy

LAlthough the wireless channel is nonstationary in nature, it is reasonable to
ESime that on the time scale of one GOP (e.g., 1 s), the channel characteristic

layers or video frames. Packets from the same video layer aretationary.
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Priority class k + Prune node due to [

by i source rate
£ constraint violatio
i =

occupancy under priority class;: at timet, and B2~ is the
. . . . J
maximum buffer size of priority class;:.

Then,v., (¢x,,ta(j)) can be computed by using the rela
tionship between the experienced packet delay and the but I .
.. Tiority class
occupancy of priority class; as [33] b —
i b
~ B7T v (f) ADj'ﬂ_] AJDIM.
T7r]/ (f) S —_— (25) e Node corresponding
ll’7TjI (ﬁﬂjl) o to so}ution pArovid'ing
Trace back maximum dtlstortlon
. . L reduction
where Hﬂj,(n.;rj,) is .the rate con§tralnt 'of priority clfalssj/ priority class k1) \
as derived in Section III-C and’ ,(¢) is the experienced by,
packet delay at timg under priority classr;;. The upper 4D,

Priority classAt k1+

bound of (25) can be obtained whé®, ,(t) = B>, (i.e., . ADL .
~ ~ R N S i >
Tg?k = B??X/(H’Wj/(’iﬂj/)))' T;IJI?X is the maximum delay Video layer j-1 Video layer j
a video pacf<et may experience under priority class By

substituting the parameters from (25) and its upper boundHig. 4. Illustration of the tree search approach to derive the optimal mapping
(24), the probability of packet delay violation under priority*g°rithm.

classr;: can be computed as

Video layer

wherep;(x;) is the rate constraint of priority clasisandb}”

Vr,, (¢>7rj, 7 T;‘_?X) =P {Tﬂj, (t) > Tf_?ﬂgbﬂj,} is the size of video layef, which will be conveyed by priority
’ g gmax classr;.
&, e T (26)  There are two sets of constraints in the above problem for-

_ mulation. The first set of constraints say that the source rate of
where¢ , is the QoS exponent of the guaranteed delay bouggheo pitstreams under each priority class must not exceed the

of priority classr;» and can be expressed as rate constraint of the corresponding priority class. The second
constraint says that the summation of rate constraints of all pri-
br, = bz, b, (fiw,) . (27)  ority classes has to be bounded by the expected channel service

i ] rate (see Section IlI-C). Recall that, under optimal allocation of
With the QoS exponent of the guaranteed bound in (27), whgie wireless channel resources to video applications, the max-
video packets corresponding to video layémre transmitted jmym bit rate of video streams transmitted over priority class
over priority classr;, the probability of its playback delay vi- gccurs whens; = 6;. Thus, we will sets; = 6; in our QoS

olation can be computed as follows [31], [33]: mapping algorithm.
Vr, (¢wj,7td(j/)) =P {ij/(t) > td(j')|¢7rj,} C. Solution to the Optimization Problem
~E,, e Pmitalh) (28) Our solution to the optimization problem follows a con-

strained-based search that exploits the dependency among the
wheret,(j') is the playback deadline of video layg¢r (e.g., layers. Referring to Fig. 4 [18], the tree represents all possible

when a video layer corresponding to video frame;(j') = QO0S mapping solutions. Each stage of the tree corresponds to

Ta(n)). one of the video layers. Each node of the tree at a given stage
represents a possible cumulative buffer occupancy in each

B. Problem Formulation priority class. For example, in Fig. 4, for each node at stage

Based on the parameters described above, the optimal mﬁﬁ- 1, we create branches in order to account for all possible

ping problem can be formally stated as follows. Given the s¢Cumulated buffer occupancies due to QoS mapping from

of rate constraints under the priority transmission system Yif€0 Izayer 1tgj, where the number of the branches is equal to
Section 11Il-C and the expected channel service ratgper, K + 1.2 Then, we compute the buffer occupancy corresponding

which can be considered stationary in a time pegjodorre- [© €ach node at stageby summing the size of video laygr
sponding to one GOP, what is the optimal mapping poiity and a_ccumula_tegl buffe_:r occupancy corresppndlng to nodes at
from one GOP withNcop scalable frames (coded i video St29€/ — 1. This is equivalent to adding the size of video layer

layers) toK priority classes such thd2cop(7) is minimized? 7 1O the buffer of all possible priority classes at stage 1.
That is Each branch at stagehas a cost to account for the expected

distortion reduction when video lay¢is mapped to a particular
Min Dgop(7) (29) priority class. The reduction in distortion is zero if video layer
T (kg i — j is abstained from transmission. Therefore, as we traverse the
5.t VZ_, bt Spilki) g, i=1,.. K (30) tree from the root to leaves, we can compute the accumulated
e expected distortion reduction for each possible mappings. For

K
Z ui(/{i) < Tchannel (31) 2Recall thatK + 1 classes include the case where video layer is abstained
i=1 from transmission.
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example, in Fig. 4, branch from stagej — 1 to j has the as-

sociated distortion reduction by transmission of video layer Video Coding Module

via priority classk. The level of occupied resource is the sizt

of video layerj, which is equal t@;. The expected distortion y y y 'y

3)

reduction of video layey in association with branch can be o pone |

found by (22) and (23) and is
) @ QoS Mapping @ ® ®
ADJ]?’jj = ADj[l _ﬂj(ek, ¢k)] I < [1 _ﬂj’ (07"]’ ’ ‘bﬂ_y' )l Tx Req [Status X o 4 Qo Select [Tx Status lif‘;ﬁ::ad
(32) \ 4 y WS Tx gy A v

WhereAD;?,j ; 1s the expected distortion reduction when trans
mission video layey over priority class: and video layerg’ is
correctly received.

Itis worth pointing out that an exhaustive search of each no._. _
for a complete tree is not necessary, due to the rate constr%int _ . - i

L. . - .Fig. 5. Interaction between video applications and priority networks for QoS

for each priority class given (30) and (31). That is, it is suffizgaptation.
cient to prune the branch when the accumulated rate exceeds its
corresponding rate constraint—a branch cannot be created it \ideo QoS Adaptation Through Cross-Layer Interaction
violates the rate constraint of corresponding priority class. OnceU ing th t of 00S bound daptati I
we find the maximum accumulated distortion reduction, the OIE?; sing the set of QoS bounds, we propose an adaptation &

. . . . orithm for video source through interaction with the under-
timal mapping solution can be found by traversing back frol ing transmission network. The proposed algorithm optimall
the leaf node to the root of the tree (see Fig. 4). ying y prop 9 P y

adjusts its video encoding behavior based on the QoS bounds.
Suppose that there ard& priority classes in priority

network. From the defined QoS bound of packet loss prob-

ability described in Section V-A, it can be set up ¥s =

A. QoS Bounds (g0, &™)}, where &0 = 70, 65D,

(0 (@) i i
We use a set of QoS bounds to characterize the range of vi&eo(al ) € & and is the candidate of guaranteed packet loss

quality requirements and transmission service capabilitié%rp\;albi"tz of pri\;rity clabssl, an_d]{_\fs_ is the n_umj\t[)er_ofelen(;ents
Within this set of bounds, QoS parameters of video and trarje- - I theory, ¥ can be an infinite set (i.eV, = cc) due
mission service can be adjusted to cope with the time-varyi the continuous value of gua_ranteed packe_t loss proba_blllty
and nonstationary wireless link quality. Due to the time-varyingf he Q0S bound. However, in real-world implementation,

characteristics of video content and time-varying wirelesss must. be I|m|_ted fo a finite set Of. QO.S _optlons to reduce
ﬁpmplexny. In this paper, we assunieis a finite set.

channel, the set of bounds are also time-varying. Specifically, _ X : .
the QoS bound for video application at tirhean be defined as The optimal video adaptation algorithm can be formulated as
. ; ; follows. Given that the current expected channel service rate at
the video distortion of GOP as ) !
timet equal torchannel (¢),2 find a set of QoS parameters for the
priority networke* from ¥ such that the expected video distor-
tion is minimized while satisfying the QoS bound and current

I - ) available wireless channel rate. That is
where D¢ p(t) and Dgop(t) are the respective lower and

Transmission Module

V. VIDEO ADAPTATION

Y(t) = [Déop(t), Déop(t)] (33)

upper bounds at time. For transmission service witti’ Min  Dgop(7z) (36)

priority classes, priority class with buffer size B** can s.t. Dcop(7z) € T(t) (37)
provide statistical QoS guarantee bounds in terms of buffer K

overflow probability Z wi(0:) < Tehannel (t) (38)
1=1

Qi = lei,n(0i) eiv(0iv)] (34)  where wi(6;) is the rate constraint of priority clags(corre-

sponding to its statistical QoS guarantee€jrand D¢ op(7z)
wheree; 1.(;,r) ande; (0; ) are the respective lower andjs the optimal expected video distortion from (29), which is ob-
upper bounds of the guaranteed buffer overflow probability Rgined by using the set of QoS parameters of guaranteed packet
priority corresponding to QoS exponéht, andd; . Similarly, |oss& and those of its counterpart guaranteed packet delay at
the rate constraint corresponding to the statistical QoS guaraniife ¢. The computation oDgop(7z) is done based on video

(see Section III-C) can be expressed as layer mapping scheme in Section IV.
In the following, we describe an adaptation algorithm for
©; = [1i(0s,1), i (0i,0)] (35) video encoding based on interaction with the underlying trans-

mission network to achieve the above problem formulation
wherey;(0; 1) andp;(6; 7) are the respective rate constraint§also, see Fig. 5).
corresponding t@i7L(0i7L) andsiﬁ(eiﬂ)' Note that the range 3Now, we consider the longer time scale in video transmission (i.e., more than

for guaranteed packet delay can also be Obt?ined from the gURE Gop). Therefore, the wireless channel condition is no longer be stationary
anteed buffer overflow probability (see Section 1V). and the expected channel service rate is time-varying.
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Algorithm | : ( Video Adaptation )

e Step 1: The video coding module sets up the

QoS bound Y(#) in terms of the expected video

distortion (or the expected PSNR). Then, it

sends the request for transmission (Txreq) tO

the transmission module to set up the trans-
mission process.

» Step 2: After transmission module receives
(Txreq), transmission module offers a set
of statistical QoS guarantees for each pri-
ority class based on
module. Then, the video layer mapping in-
terface translates the QoS provisioning of
each priority class to the expected dis-
tortion value as described in Section IV.
Note that all of the possible solutions in
¥ will be considered. The QoS parameters of
the priority network that provide the lowest
distortion and satisfy the range of video
quality requirement
the QoS parameters for video transmission.
If there are no QoS parameters satisfying
all constraints simultaneously. It implies
that the available transmission capabilities
cannot meet the video quality requirement
of the video coding module under the current
channel condition. Then, we go to Step 3.
If all constraints are met, we go to Step 4
directly.

» Step 3: The transmission module requests
the video coding module to adjust the video

quality requirement Y(¢). The video coding

module complies with this request and ad-
justs the QoS bound (i.e., the expected dis-
tortion range) and repeat the process in
Step 2.

e Step 4: The video coding module sends se-

lected QoS parameters (Q0Sseiect) to the trans-

mission module to set up QoS parameters of
each priority class in the priority network.

e Step 5: The transmission module sends the
acknowledgment to the video coding module
after its QoS parameters are set up.

e Step 6: The prioritized video bitstream is
uploaded to the priority network based on
agreed QoS parameters and the video layer
mapping policy.

» Step 7: Upon the change of the transmis-
sion channel service rate is detected during
transmission, adaptation of QoS parameters
for both the video application and the pri-
ority network will be needed. That is, we go
back to Step 2.

VI. EXPERIMENTAL RESULTS

¥ to the video coding

Y(¢) will be chosen as

100 video frames of CIF foreman sequence are used for simu-
lation. Video sequence is encoded by PFGS video codec with
frame rate 10 frames/s and there are ten frames in each GOP.
The nonstationary behavior of wireless channels is simulated by
randomly changing the normalized Doppler frequency and av-
erage power. The normalized Doppler frequency is chosen from
the setof107%,5.107%, 102} reflecting the time-varying mo-

bile speed while the average SNR of the received signal varies
from 10 to 20 dB.

A. Rate Constraint of Multiple Priority Classes

In this section, we conduct experiments to study the derived
rate constraint of the multiple classes under time-varying
wireless channel as described in Section Ill. In particular,
we adopt a time-varying service-rate channel modeled by the
Markov process from the work in [12].

First, let us consider two priority classes with strict priority
scheduling for packet transmission under the link layer trans-
mission. The first class has a higher priority than the second
class. The packet size is 200 bytes. The expected service rate
of the wireless channel is set 1Q.une1 = 380 kb/s at nor-
malized Doppler frequency 18, in this simulation. As seen in
Fig. 6(a), the rate constraint of the first priority class (i.e., the
high priority class) computed from the closed form of effective
bandwidth and effective capacity [(8), (9), and (10)] and those
obtained from the simulation are close to each other over a wide
range of packet loss probabilitiedJnder time-varying channel
characteristic, the lower the packet loss probability requirement,
the less reliably allowable the transmitted data rate. Simulation
results given in Fig. 6(a) also study the buffer size effect on the
rate constraint. The larger the buffer size, the more data rate we
can transmit under the same packet loss probability guarantee.

Based on the rate constraint shown in Section 11I-C, Fig. 6(b)
shows the rate constraint of priority class 2 (i.e., the low priority
class) over a wide range of guaranteed packet loss probability
requirement. As shown in these simulation results, the rate
constraint of priority class 2 with a buffer size equal to 250
packets is dependent on how much priority class 1 occupies
the wireless link. The rate constraint of priority class 2 with a
lower QoS guarantee of priority class 1 (with guaranteed packet
loss probability = 102 andrate constraint = 109 kb/s)
can provide a higher transmission rate than that with a higher
QoS guarantee of priority class 1 (with guaranteed packet
loss probability = 10~* andrate constraint = 54.5 kb/s).

The rate constraint of priority class 1 in different wireless
channel environments is investigated below. The maximum
buffer size is set at 500 packets for our studies. First, the effect
of different normalized Doppler frequencies (i.e., indicating
the changing speed of wireless channel condition) to the rate
constraint is shown in Fig. 7. If the channel changes slowly
(with a low normalized Doppler frequency), the rate constraint
is lower than that with a higher normalized Doppler frequency
given the same guaranteed buffer overflow probability. This
results from the longer period that the wireless channel stays in
the bad channel condition, which leads to less overall reliable

In this section, we present the simulation results of the pro-

ppsed crogs-layer _QOS mapping f9r pr'or't.'zed video transmiSageca that probability of packet loss and QoS exponent is related through
sion over time-varying and nonstationary wireless channels. Tihe large deviation theory as in Section I1I-B.
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classes, which is computed from the discrete Markov wireless channel

model corresponding to the normaliz&bppler frequency = 107 and Fjg 8. Rate constraint of the wireless channel for priority class 1 computed
average power = 16 dB and the buffer sizes are chosen to be 250 and 5Gfm the discrete Markov channel model with the average power equal to 16 dB

packets. (b) Rate constraint of a lower priority class from two priority classggg 12 dB, where the normalized Doppler frequency 520
and a buffer size of 250 packets based on absolute priority scheduling when the

packet loss rate guarantee of class 1 is equal t’ hd 10°*. ) o
structure. The rate constraint of each priority class can be ob-

o tained from the corresponding set of QoS guarantees and used
transmission data rate. The effect of the average power on m‘fhe QoS mapping mechanism (see Section IV).
rate constraintis shown in Fig. 8. As shown in Fig. 8, given the 1 jiqeq packet size is set at 200 bytes, whereas the buffer
probability of packet loss guarantee, the rate constraint can g, ig equal to 1000 packets. The expected service rate of the
increased by enhancing the average power transmission. N@t&jess channel is set 1 | = 380 kb/s at normalized
that the curves of rate constraint corresponding to probabili,glopmer frequency 10° as in the previous simulation section.

of packet delay has the same tendency of those COrresponGiid target bit rate of base layer of video is equal to the rate
to probability of packet loss considered in this section. constraint of the highest priority classes.

In Fig. 9, we compare the expected PSNR obtained from the
optimal mapping algorithm proposed in Section IV and the un-

To study the mapping between video layers and QoS classasoritized mapping, where all of the video layers are treated
three priority classes with strict priority scheduling are consigqually and randomly mapped to QoS classes. The study is con-
ered. The guaranteed buffer overflow probabilities are*10 ducted in a wide range of channel condition through the average
1073, and 0.1 from the highest to the lowest priority class, rehannel SNR. The experimental results of each specific channel
spectively. The guaranteed delay bound probabilities are deri@dR are obtained from averaging over 100 video frames and 30
based on its counterpart buffer overflow probabilities and vidatannel realizations. We can see from simulation results that

B. Mapping Video Layers to QoS Classes
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C. Video Adaptation
To evaluate the performance of dynamic QoS adjustme_ oot . ;
for adaptive scalable video transmission, three priority classs , | 1
with strict priority scheduling are considered. The range &
A _5 __ @ 0.006 - T
guaranteed buffer overflow probabilities afé0~>,107"], g
[10*,1072], and [1072,2 - 10"] for priority classes 1, 2, §°0%F 1
and 3, respectively. The number of possible QoS paramets ooz} .
of multiple priority classes used for QoS adaptation obtain€ ] , .
0 10 20 30 40 50 60 70 80 90 100

from QoS ranges is 20 (i.ely, = 20). The rate constraints Frame Number

of priority classes and probability of guaranteed delay bound

are derived from the set of buffer overflow probabilities. Witlfig. 10. Y-PSNR comparison of three video transmission systems under a
described parameters, the QoS mapping mechanism propdggatationary wireless environment with the time-varying power and speed.
in Section IV is used as a QoS interface between the video and

the transmission modules during video transmission. three priority classes, respectively, while the QoS provisioning
The video sequence is pre-encoded with the target bit rgfethe second and third systems are adaptively changed based
of the base-layer equal to 100 kb/s. The time-varying and nagh channel conditions. However, QoS interaction for adjusting
stationary wireless channel is simulated by varying the average video requirement in System 2 is not applied. The adap-
power and the normalized Doppler frequency and modeled fjon scheme is performed to achieve the expected PSNR
the discrete Markov chain as described before. The channetdguirement.
assumed to be stationary during one GOP interval (i.e., 1 s). Therhe simulation results are given in Fig. 10. First, let us
buffer size is set to be 1000 packets with the packet size eq@@}npare Systems 1 and 2. Due to adaptation Capabi“ty of
to 200 bytes. System 2, System 2 provides better PSNR and more consistent
We compare three video transmission systems with differafjtieo service than System 1 under changing wireless network
characteristics: environments. However, Systems 1 and 2 are based on fixed
» System 1: no QoS interaction and adaptation with the eexpected video QoS requirement. Therefore, when the wireless
pected PSNR requirement equal to 29 dB; network environment is not in a good state (i.e., average
» System 2: no QoS interaction but with QoS adaptaticBNR is low) together with the video contents are changed,
system with the expected PSNR requirement equal tloe expected video requirement can not be maintained (i.e.,
29 dB; interrupted video service during frame 50-60 and 70-100 in
» System 3: with both QoS interaction and QoS adajsystem 1 and interrupted video service during frame 70-100
tation with the PSNR requirement within the range ah System 2). With both QoS adaptation and interaction, the
[27, 37] dB. adaptive video transmission system (i.e., System 3) provides
The guaranteed multiple QoS provisioning of the firstnore consistent video service and enhanced video quality
transmission system is fixed at 16 107%, and 0.1 for the than the other two systems. Even though the original range of
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PSNR requirement of System 3 may not be satisfied in sorBgen though these efforts considered the cross-layer design
periods of video service, with the interaction between modulbased on QoS adaptation framework, their QoS parameters are
to adjust the PSNR range, the video service can be sustaibbeded on absolute QoS. Furthermore, the mutual awareness
during communication. of QoS parameters between application and link transmission
layer were not established. In other words, there is no inter-
action between layers to obtain the operating QoS tradeoff
points. Therefore, their proposed system may not be able to

There have been many studies on the cross-layer designmgintain QoS when wireless channel is highly dynamic. On the
efficient multimedia delivery with QoS assurance over wiregontrary, by utilizing the statistical QoS in cross-layer design
and wireless networks in recent years [1], [14], [16], [17], [L9pnd interaction between layers as we have done in this paper,
[20], [22]-[24], [26], [32]. In [14], [16], [19], [22]-[24], and the multimedia transmission system tends to be more robust
[26], the efforts have been focused on the utilization of tHe maintaining QoS parameter (i.e., quality of multimedia
differentiated service architecture to convey multimedia dat@nd uninterrupted service) under highly dynamic wireless
The common approach in these previous works is the pagfvironment.
tioning of multimedia data into smaller units, and then maps
these units to different classes for prioritized transmission. The
partitioned multimedia units are prioritized based on its con-

tribution to the eXpeCted qua“ty at the end user, while the pri- In this paper, we proposed a Cross_'ayer QOS mapp|ng ar-
ority transmission system provides different QoS guarantees gfitecture for video delivery over wireless environment. There
pending on its corresponding service priority. Servelt@l. are several components under this architecture, including a pro-
[23] proposed an optimization framework to segment a variahi@sal of an adaptive QoS service model that allows QoS pa-
bit rate source to several substreams. Then, the resulting siffineters to be adaptively adjusted according to the time-varying
streams are transmitted in multiple priority classes with ATMireless channel condition, an interaction mechanism between
connections. The objective of this scheme was to minimize thg priority network and video applications to provide proper
expected distortion of the variable bit rate source due to trangoS selection, and a resource management scheme to assign
mission. Shiret al.[24], Tanet al.[26], Sehgakt al.[22], Pad- resources based on the QoS guarantee for each priority class
mannabhaet al. [19], Martin [16], and Masalat al.[14] used ynder the time-varying wireless channel. This architecture en-
the different priority classes of DiffServ architecture [8] to deab|es to perform QOS mapp|ng between statistical QOS guaran-
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