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Abstract—Capacity scaling laws offer fundamental understanding on the trend of user throughput behavior when the network size
increases. Since the seminal work of Gupta and Kumar, there have been active research efforts in developing capacity scaling laws for
ad hoc networks under various advanced physical (PHY) layer technologies. These efforts led to many custom-designed solutions,
most of which were mathematically challenging and lacked general properties that can be extended to address scaling laws of ad hoc
networks with other PHY layer technologies. So a question is: can we have a general methodology to obtain asymptotic capacity
results for various PHY layer technologies? In this paper, we present a simple yet powerful method to determine capacity upper bounds
under the protocol model. We prove the correctness of our proposed method and demonstrate its applications to various PHY layer
technologies, including directional antenna, MIMO, multi-channel multi-radio, cognitive radio, multiple packet reception, and full-duplex
radio. This new method offers a simple tool to researchers to quickly determine asymptotic capacity of wireless networks with a
particular PHY layer technology without the need to resort to complex custom-designed analysis as done in the literature.

Index Terms—Asymptotic capacity, upper bounds, scaling law, protocol model, physical layer technology.
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1 INTRODUCTION

APACITY scaling laws refer to how a user’s throughput scalesan be easily and quickly applied to determine capacityirsgal
Cas the network size increases to infiffitguch scaling law laws for various PHY layer technologies? If successfuk tew
results, expressed i0)(-), ©(-), and ©(-) as a function ofn method will serve as a powerful tool to networking researshe
(wheren is the number of nodes in the network and approachés study and understand throughput scaling behavior oflegse
infinity), offer fundamental understanding on the trend st networks under various PHY layer technologies, both curaed
throughput behavior when the network size increases. future.

Since the seminal results of Gupta and Kumar (“G&K” for The main contribution of this paper is the development of a
short) on capacity scaling law of ad hoc networks with singlsimple method for establishing capacity upper bounds utiter
omnidirectional antennas [7], there has been a growing bogyotocol model for wireless networks under various PHY taye
of research efforts on exploring capacity scaling laws fdr aechnologies. The following is a summary of our contribotio
hoc networks under various physical (PHY) layer technasgi
These include directional antenna [15], [25], MIMO [10], ki « We give an in-depth study of G&K's analysis on asymp-

channel multi-radio (MC-MR) [12], cognitive radios [8],][918], totic capacity bound for ad hoc networks with single
[26], multiple packet reception (MPR) [16], and full-duplg24], omnidirectional antennas. We offer insight on why their
among others. For each of these advanced PHY layer techias)og approach cannot be applied to analyze asymptotic capacity
a custom-designednalytical approach was developed to study its under some other PHY layer technologies.

capacity scaling law. Most of these solutions were mathieaiit « We propose a new and novel method based on the so-
challenging and lacked general properties that can be dateto called “interference square” concept. Under this concept,
address scaling laws of wireless networks with other PH¥day we divide a normalized x 1 network area into_small
technologies. interference squares, each with side Iengy}f%],

A fundamental question we ask in this paper is the following. wherer(n) is the transmission range addis a parameter
Instead of custom-designing an analysis for each PHY layer to set the interference range under the protocol model.
technology, can we devise a set of simple yet general metiaid t For transmissions within an interference square, we show

some unique interference properties.
e C.Jiang is with Shape Security, Mountain View, CA 94040, USA » Based on the new interference square concept, we develop
two simple yet powerful scaling order criteria to determine
e Y. Shi, Y.T. Hou, W. Lou, and S.F. Midkiff are with Virginiacfie the asymptotic capacity upper bounds for various PHY
Blacksburg, VA 24061, USA. . . L . - .
layer technologies. Either criterion is sufficient to give a
e S. Kompella is with the US Naval Research Laboratory, Waghin DC capacity upper bound for a given PHY layer technology,

20375, USA. and the choice of which criterion to use is purely a matter
Manuscript received June 8, 2017; revised September 3, 88d Dctober 17, of convenience depending on the underlying problem. We
2017; accepted October 24, 2017. also prove the correctness of applying these criteria in
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1. When there is no ambiguity, we use the terms “asymptopaciy” and « To demonstrate th? appl'ca_‘t'on of.our proposed method,
“capacity scaling law” interchangeably throughout thipg@a we study asymptotic capacity of wireless networks under



various PHY layer technologies, including directional an-

tenna, MIMO, MC-MR, cognitive radio, MPR, and full-
duplex. We show that by applying our simple metho
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TABLE 1
Notation.

one can easily obtain capacity upper bounds under th
PHY layer technologies. This is in sharp contrast to simil

results developed in the literature, which involved comple
mathematical analysis that was custom-designed for ed

PHY layer technology. Note that our method not onl
can quickly validate those results already reported in t
literature, it can also quickly determine some new resul

that have not been studied before. Further, it can be

useful tool to study wireless networks under other ne
PHY layer technologies in the future.

Just like any useful tool, our proposed method is not witho
limitations and several disclaimers are in order. First, method
is developed to determine capacity upper bound. It shouideo
too surprising that there does not appear to exist a genethad

to determine lower bound. This is because finding a capac

lower bound requires to find a good afesiblesolution, which
must be tied to the specific underlying PHY layer technolog

Typically, a feasible solution includes resource allomatat the
physical layer, scheduling at the MAC layer, and routinghe t
network layer, each of which is dictated by the underlyingYPH
technology. This is in contrast to the development of asytipt
upper bounds, for which one can exploit inequality relatips
(rather than ensuring absolute feasibility). Second, asxpécitly
stated in the paper title, our method is developed solelyeun

the protocol model. Developing a unified method under th
SINR-based interference model remains an open problens. T
limitation is partially due to the fact that it remains unkwo

whether there exists a general SINR-based model for diftere

PHY layer technologies. More discussion on this is givenun o
conclusions at the end of the paper (Section 12). Third, we h3
only considered the wireless network scenario where nodes
uniformly distributed in an area. Although some works cdeséd
non-uniform node distribution [1], [2], it remains an opawiplem

d;n General notation
iocdij Distance between nodésand;j
D Average distance between all source-destination pairs
frx(n) | An upper bound for the maximum number of successful
\ch transmissions whose receivers are in the same interference
square
Y frx (n) | Anupper bound for the maximum number of successful
ne transmissions whose transmitters are in the same intedere
ts square
a® The number of nodes in the network
N The set of nodes in the network
W w The data rate of a successful transmission in a channel
r(n) The (common) transmission range of all nodes under the
protocol model
UtRx(1) | Receiver of linki
Tx(l) | Transmitter of linkl
A A parameter to set interference range in the protocol model
A(n) Per-node throughput of a random network witmodes
Ad hoc network with directional antennas
ity S An interference square in the unit area
Ag Area of S
, Ns Number of nodes ir%
- MIMO ad hoc network
7 The set of links that are interfered by lik
o] The set of links that are interfering lirk
2 Number of data streams on lirikk
«a Number of antennas at each node
II(+) The mapping between a node and its order in the node list
MC-MR network
c The number of channels in the network
m The number of radio interfaces at each node
A CR ad hoc network
"~ B; The set of available bands at node
hi Bi; The set of available bands on lirk, 7)
M = | Ui, Bil, i.e., the number of distinct frequency bands
h in the network
Ad hoc network with MPR
B1 Number of simultaneous packets from intended transmitters|
1 whose transmission range covers a receiver
a B2 Number of unintended transmitters that produce interfezem
the same receiver
B8 A constant representing the total available resource ateiver

whether our approach can be extended to such cases (with non-

uniform node distribution).

The remainder of this paper is organized as follows. |

an approach becomes a barrier in analyzing capacity scalve

Section 2, we take a closer look at G&K's classical metho‘(’fhen other PHY layer technologies are employed.

(for wireless networks with single omnidirectional antasnpand
understand why it cannot serve as a general method to anal

yze

other PHY layer technologies. Subsequently, in Section 8, w.1 Background

propose a novel interference square concept and based ©n
concept, in Section 4, we present two simple yet powerfuirsga
order criteria, which can be used to easily and quickly deri
capacity upper bounds for various PHY layer technologies.
also give a simple benchmark for the lower bounds in the afgse
of a general method to find asymptotic lower bounds. As ap

cations of our proposed method, in Sections 5 to 10, we apply i

to wireless networks based on various PHY layer technotogi
such as directional antenna, MIMO, MC-MR, cognitive radi
MPR, and full-duplex. Section 11 offers discussions of oorky
Section 12 concludes this paper. Table 1 lists notation irstds
paper.

2 LEsSsON LEARNED FRoM G&K’'s CLASSICAL
APPROACH

In this section, we take a close look at G&K'’s classical applo
in analyzing capacity scaling law and try to understand wighs

iV . L
V{}we network is a source node and transmits its data to a radgdom

o

Itrﬁ] 'G&K's work [7], they considered an ad hoc networkrofiodes

that are randomly located within a unit square area. Eacle imod

chosen destination node. A node’s transmission is limitgd$

and its destination node is large, multi-hop routing is rektb
e

relay the data. The per-node throughpyr) is defined as the
Gata rate that can be sent from each source to its destination
A capacity scaling law attempts to characterize the maximum
per-node throughpuk(n) when the number of nodes goes to
infinity.

In [7], two interference models, the protocol model and the
physical model, were considered in their study. In the poto
model [7], each transmitting node is associated with a tréssion
ranger(n), and an interference rangé + A)r(n), whereA is a
constant. To guarantee the connectivity of the networkystras-
sion ranger(n) must satisfy the following condition (regardless

(o)

ransmission range. When the distance between a source node
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Fig. 1. Overlapping of two circular footprints of two receiving nodes.

of the underlying physical layer technology) [6]:

/Inn
(n —_—. 1
T( ) - n @ Fig. 2. The unit square is divided into equal-sized small interference
{squares, each with a side length of 1/[

V2
When nodei transmits to nodegj, the necessary and sufficien Aoy |

conditions for a successful transmission are:

« nodej is within the transmission range of nodgi.e.,
dij < r(n), whered;; is the distance between nodés
andj, and

« for any transmitting nodé: other than node, nodej
is outside the interference range of nokei.e., di; >
(14 A)r(n), if k is a transmitting node ankd # :.

receiver doesiot have to be disjoint. For example, in a MIMO ad
hoc network where each node employs multiple transmitirece
antennas, receiving node in Fig. 1 may use its degree-of-
freedoms (DoFs) to cancel the interference from transmgittiode

1 [3], [19]. As a result, G&K’s approach of associating disjpi
footprint area with each successful transmission fallstapa

In [7], when the transmission from a node to another node is

successful, then the achieved data rate for this transwnissi

assumed to be a constdfft. 3 A NEwW APPROACH
Given that the footprint area approach in [7] is not capalile o
2.2 G&K's Approach and Its Limitation handling more complex interference relationships (brough

other PHY layer technologies), we propose a new approacdh tha
andles interference from a different perspective.

We consider the same network setting as in G&K's work
[7], where there is an ad hoc network af nodes that are
randomly located within a unit square area. Each node in the
network is a source node and transmits its data to a randomly
chosen destination node. A node’s transmission is limitgd$
transmission range. When the distance between a sourceandde
IJtsndestlnanon node is large, multi-hop routing is neededetay
t?] data.
will occupy a circular footprint area of at least - Then In our new approach, instead of focusing on how much foot-
the maximum number of successful transmlssmns within tiie Uprint area each successful transmission occupies, we alitidate
square area is at mosy W(ATT(n))Q at any time. Based on this how many successful transmissions that a given small area in
result, G&K derived a capacity upper bound. the network can supporSpecifically, we divide the unit square

The essence of the above footprint area approach is to figentnto small equal-sized squares (Fig. 2), each with a sidgtheaf
the size of the circular area that each successful tranemigsl| 1/[ ] We call each small square amterference squaréds
occupy. But this approach poses a barrier when we encounjgy shaﬁl show in Section 4, if one can find the maximum number
other PHY layer technologies (e.g., MIMO, directional am&) of successful transmissions in each interference squamde(la
beyond single omnidirectional antenna node considered’Jn [specific PHY layer technology), then we can derive the capaci
This is because under these advanced PHY layer technologigsper bound for the entire network. Subsequently, in Sest®
the interference relationships among the nodes are mucle mgy 9, we show how to find the maximum number of successful
complex than those under the single omnidirectional artenftansmissions in each interference square under diffePéft
scenario in [7]. In particular, the footprint area of eackcmssful |ayer technologies, thus deriving capacity upper boundefich
of these technologies.

A key component in G&K'’s approach (in deriving capacity upp
bound) is to calculate how much footprint area each sucgkess
transmission occupies. Then by dividing the unit square are
this area, they were able to obtain an upper bound of the marim
number of successful transmissions at a time and subsdytent
derive a capacity upper bound. Specifically, in [7], G&K slealv
that for a successful reception at each receiver, one canalci-
cle around each receiver with radléé,(l and these circles must

be disjoint? Under the above approach a successful transmlss
Ar(n)

2. This result can be proved by contgadlctlon. That is, seppwvo circles Before we show how this new interference square approach
centered at receiversand k£ with radius =—— T(") are not disjoint (see Fig. 1),

thend;;, < Ar(n). Suppose receivef is” receiving data from transmitter can offer simple scaling law criteria, we discuss some irtguar
i. Then we haved;; < r(n). Based on the triangle inequality, we haveproperties associated with a small square as follows.

di, < dij + dji, < (14 A)r(n), which means that receivér is within L
the interference range af But this contradicts with the fact that receivingProperty 1. For a set of successful simultaneous transmissions

nodek must fall outside of the interference range of nade whose receivers fall in the same interference square, the
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the capacity scaling law of an ad hoc network under variou¥ PH

RAB) Rt layer technologies.

\ o] 4 MAIN RESULTS: SIMPLE SCALING ORDER CRI-
Tx(k)/

\
\\ Rem) |y TERIA

\ Tx(m) As we shall show in Sections 5 to 10, for a specific PHY layer

\ technology, the newly defined interference square and Riepéd

- and 2 enable us to characterize the maximum number of sdictess

\[Tx(b transmissions whose receivers (or transmitters) are inséimee
interference square. For a specific PHY layer technologyotée

Fig. 3. A set of transmissions whose receivers are in the same interfer- e frx(n) as an upper bound for the maximum number of
ence square. successful transmissions whaseeiversare in the same
interference square.
receiver of any such transmission must be within the inteﬁ'm"arly' denote
ference range of any other transmitter from the same set of «  f1x(n) as an upper bound for the maximum number of
transmissions. successful transmissions whosansmittersare in the
same interference square.

A-r(n)
V2 - ATT(Q") = A - r(n). Denote TX!) and RXl) the trans-

mitter and receiver of transmissioh respectively. Referring The two criteria that we present in this section (Theoremd. an

to_Fig. 3, for any two t_ransmi§sionls and k£ with their re- 2) show that the capacity upper bound scales asymptotiathy
ceivers RXl) and Rxk) in the interference square, we have . .. frx(n) o fix(n)

R or 22 We formally state these results as follows.
de(l),Rx(k) < A-r(n). Sincede(l),Rx(l) < r(n) (recall thatr(n) nr(n) nr(n) y
is transmission range) based on the triangle inequalityhaee

Proof: Note that the distance between anf two receivers

in the same interference square is at mg& - 1/ V2 } — Inthis section, we show that once we have eithg(n) or frx(n),
we can quickly determine a capacity scaling order. Figure 4

summarizes the idea of the above discussion.

Theorem 1 (Criterion 1). For a given fei(n), the asymptotic

Arx(1) ru(k) < ra(t) ru) T Are(t) ety < (1 + A)r(n). Similarly, Capiciz)upper bound of a random ad hoc network(hs) =
we can prove that the receiver Rx of transmissiorl is also in @ (%) almost surely whem — oo. In the special case
the interference range of transmitter(k} of transmissiork. O when fqy(n) is a constant, thei(n) = O(1/v/nInn) almost

Similar to Property 1 (which considers receivers in the same syrely whenn — cc.
interference square), we can consider transmitters in dnees - . :
Proof: Recall that we divide the unit square into small

interference square and have the following property. . ) i : N
. .. interference squares with each having a side lengihy 5=~ |
Property 2. For a set of successful simultaneous transmissions . r(n)
. N : see Fig. 2). Denotefx(n) an upper bound of the maximum
whose transmitters reside in the same interference square . . .
. T - number of successful transmissions whose receivers arbkein t
the receiver of any such transmission must be within the )
. . same interference square. Then, the total data rate thdt eac
interference range of any other transmitter from the sarhe Se !
o interference square can support is at mési(n)W. Now, we
of transmissions. s
can compute the maximum data rate that can be supported by the
The proof of Property 2 is similar to that of Property 1 and iaetwork in the unit square by taking the sum of the data rates
omitted. among all small interference squares. Since the side leofjth
Properties 1 and 2 show us two complementary ways gach small interference squarelig[Y2~], the total number

R . . . . . A-r(n)
assess mterference relatllonshlp from either receivetaoisiitter of small interference squares in the unit areé ﬁ ]2. So the
perspective in the same interference square. It turns atithiese )

: aximum data rate that can be supported in the network is st mo
two properties allow us to calculate the number of succesmm Ne PP

2
transmissions with either their receivers or transmitierghe A~'|r_‘(nt)1ng*X($l)W;/ ; distance between rce node and it
same interference square under various PHY layer tech'maslogd t'e i € de as? age Slt'ah cebe " een a soul ce do e; S
For example, under the single omnidirectional antennangeitt estination node. Since mufti-nop routing 1s eémployed, \se

Section 2.1, we can easily conclude that there can be at mgkqt the average number of hops for each source-destinpéion

one active receiver (or transmitter) in an interferenceasgfior a I‘?hits I?ﬁ:t@u.irggifa:]sar;i;hs?;i ?;:; cs)sg:ctﬁ;adZiili?:t:\OIn' paltrs.
successful transmission, i.e., the maximum number of sstck Ieast,in)\(?z)

transmissions with either receivers or transmitters in shene r(n) Co .

interference square is one. As another example, for MIMO ad Smce the maximum dgta trans\r/nglssg)n that can be support-
hoc network where each node is equipped with multiple tran€d N the network at a time i$ 3775 1" fax ()W, we have
mit/receiver antennas, Properties 1 and 2 allow us to shaw thD_,\(p) < [Airfrex(n)w < (A\/i i 1)2fo(n)W,
the maximum number of successful transmissions whosevessei Jvﬁi)(:h gives us rn) )

(or transmitters) in the same interference square is uppanded

by the number of antennas at each node (see details in Séjtion Mn) < 2 (MW | 2V2 fru(m)W L fax(m)Wr(n)
As we shall show in the next section (Theorems 1 and 2), the A2Dnr(n) ADn Dn
maximum number of successful transmissions whose resefwer (fo(n))

transmitters) are in the same interference square willrofgte =

@)

nr(n)
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This proves the first part of Theorem 1.
Now, we show the special case whén(n) is a constant. In
this case, based on (2), we have

New approach
Interference square,

Properties 1 and 2

Calculating fux(7) OF frx(n)
in an interference square
(Sections 5 - 10)

Y

1 (Section 3)
A =0———) . 3
1) =0( ) )
Note that based on (1), we havén) > (/2. By substituting v
_  Jlnn ; _ 1 _ Main result: - -
T(n) B " into (3)’ we haveA(n) © ("\/@) Simple scaling criteria [« f (n) orf (n)
0] (%) 0 (Section 4)
nlnn

Similarly, if we can findf:x(n), then the following criterion
can also give an upper bound for the asymptotic capacity.

v
Asymptotic upper bound
under specific physical

Theorem 2 (Criterion 2). For a given frc(n), the asymptotic
capacity upper bound of a random ad hoc network(is) =

O (—Qjéﬁf) almost surely whem — oo. In the special case layer technology
when fi(n) is a constant, theh(n) = O(1/v/nInn) almost (Sections 5 - 10)

surely whem — oo.
Fig. 4. A flow chart illustrating our approach to derive asymptotic upper
The proof of Theorem 2 is similar to that of Theorem 1 and iisound for a specific physical layer technology.

omitted to conserve space.
Several remarks about the above two criteria are in order.

. First, for a specific PHY technology, we only need to focus Recall our earlier discussion that a simple method to obtain

on the calculation of eithefx (1) OF fr(n), Whichever capacity lower bqunds is npt poss'ible.due to the.need of findin
is more convenient. An asymptotic capacity upper bour good and feasible solution, which is closely tied to the- spe
will follow once we have eitheffu(n) of fre(n), based cific PHY technology. Nevertheless, we may u3€l/vnlnn)
on either Theorem 1 or Theoren:XZ AT (capacity lower bound for single omnidirectional antendahac

. Second, when eithefu(n) oOr fre(n) is a constant, then networks by G&K [7]) as a benchmark lower bound in many cases.

the asymptotic capacity upper bound(il{l/\/m), This is because single omnidirectional antenna can be deres

L : . as a special case of some of these advanced PHY technolligies.
which is precisely the same as that in [7] by G&K forthis crude lower bound has the same scaling order as the upper
the protocol model. This offers a quick test on whether théa 9 PP

underlying PHY technology will indeed change the scalingound that we find for a particular PHY technology, then we
order of the classical single omnidirectional antennathas an confidently conclude tha(n) = 8(1/vnInn). Otherwise,

ad hoc network in [7]. ?2(1/\/n1n n) may appear loose, and we would need to develop

« Finally, the two criteria allow us to focus on calculatiorf’ tighter lower bound by exploiting the unique propertieuf

(fax (1) OF fre(n)) only within a small interference square.urlllder.lymg PHYtteOT.hnoIogy. We will experience both casethin
The details associated with network-wide multi-hop ean owing case studies.
to-end throughput have been folded in the proof of the two

theorems and are no longer of concerns to users of thage Case STupy |I: AD Hoc NETWORKS WITH Di-

two theorems in deriving asymptotic capacity upper boungde - 11onNAL ANTENNAS
for a given PHY technology.

Compared to omnidirectional antenna, directional antecera
Example 1. As the first application of our scaling order criterioncontrol its beam width and concentrate its beam toward s in
let's validate the single omnidirectional antenna based &nded destination. Since nodes outside the beam is ndeiree,
hoc network considered in [7]. As discussed in Section §reater spatial reuse inside the network can be achieveithidn
we have thatfu(n) = 1. Thus, by Theorem 1, we haveSection, we apply our method in Section 4 to explore asyrptot

A(n) = O(1/vnlnn), which is precisely the same resultc@pacity of a random ad hoc network with each node being
in [7] by G&K. equipped with a directional antenna. We follow the same rhode

as in [15] by Peraki and ServettoThe scaling law results in [15]

In the remaining several sections, we will explore asymptotare well known and widely cited. They showed that for the lging
capacity upper bounds for ad hoc networks under various PH¥éam model, the asymptotic capacity scale€ds(n)) and for
technologies. We will present results for directional ants, the multi-beam model, it scales &5 (nr®(n)). The analysis in
MIMO, MC-MR, cognitive radio, MPR, and full-duplex radio in [15] was custom-designed and differed from that by G&K. The
this paper. Referring to Fig. 4, for each case, we will firdtgate analysis required significant efforts in its constructilbncontrast,
either fxx(n) or frx(n), whichever is more convenient, based oin this section, we show that by applying our simple method in
the new interference square and Properties 1 and 2. Thigis th
upper righthand block in Fig. 4. Once we hafig(n) or f(n), 3. Another work on scaling law for directional antennas ][Ry Yi et al,

; o ; ; iy which employed a slightly different model and thus led to fiedent set of
then we will apply one of the two criteria in this section td results. The approach in [25] followed the same token asithi@ by G&K.

obtain' thg capacity scaling law for this PHY technology (oot |t can be shown that our criteria can be easily applied thedevee leave the
block in Fig. 4). details to readers as an exercise.
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Section 4, we can quickly obtain (using less than 1.5 pades) probability that the deviation of the number of nodes$ifrom the
same results for asymptotic capacity upper bound in [15]. Weean by more than a constant factor of the mean is zero when
organize this section as follows. First, we consider the ¢asthe oco. Based on the definition #(-), we haveNgs = O(nr?(n)).

single-beam model. Then, we consider the multi-beam model. O
Based on Lemma 1, we have the following lemma fai(n).

5.1 Scaling Law Analysis for Single Beam Model Lemma 2. For a random ad hoc network under single-beam

5.1.1 Single Beam Model directional antenna, we haye, (n) = © (nr?(n)).

The protocol model for single beam model is defined as follows  Proof: By Lemma 1, there ar® (nr(n)) nodes in the

[15]. interference square. Since each node can only generateeang b

« Atransmitter can generate at most one directional beam%a total number of successful beam transmissions gexerate
an intended receiver within its transmission range by the transmitters in this interference square cannot exkce
) 2 H _ 2
« A receiver can receive multiple directional beams fron? (nr2(n)), i-e., fix(n) = © (nr?(n)). -
different transmitters where the receiver is within their

transmission range, as long as these transmitters do Rot> SCaling Law

lie on the same line. Following Fig. 4, with frx(n) = © (nr?(n)), we can now apply
Theorem 2 and quickly obtain the following asymptotic catyac
5.1.2 Calculating frx(n) upper bound.

In this case study, we choose to calculgitg(n), which is more Proposition 1. For a random ad hoc network under single-beam
convenient tharfx«(n). As discussed in Section 4, the choice of directional antenna, we havén) = O (r(n)) almost surely
calculating frx(n) or fex(n) is solely based on convenience and whenn — co.
either one is sufficient to determine asymptotic capacity.

Recall thatf+ (n) is an upper bound for the maximum number
of successful transmissions whose transmitters are in dnees Sfx(n) 9 1
' ; A(n) = ) =0 (n) - —
interference square. In the case of single-beam maofig(n) nr(n)
corresponds to an upper bound for the maximum number of 0
successful beam transmissions whose transmitters are gathe . . .
interference square. To calculafe, (), we need the following Note that this result for single-beam case is the same as that

' ' in [15]. This upper bound is tight since it has the same asgtitpt
lemma. . .
. . order as the lower bound obtained in [15].

Lemma 1. The number of nodes in the same interference square

is © (nr?(n)) almost surely whem — oc.

Proof: Combining Lemma 2 and Theorem 2, we have

) =0 (r(n)).

nr(n)

) o 5.2 Scaling Law Analysis for the Multi-Beam Model
Proof: DenoteS as an interference square within the umg.z.l Multi-Beam Model

area. Denoted g and Ng the area and the number of nodesSin
the average number of nodes fhis E(Ns) = nAg. For the [19]-
number of nodes irb, we have the following probabilities (also

o A transmitting node can generate multiple beams to dif-
known as Chernoff bounds) [14].

ferent receiving nodes within its transmission range at the

o0 nAs same time.
P{Ng> (14+)nds} < w} foranyé > 0, « Areceiving node can only receive one beam from the same
(1+9) transmitting node but may receive multiple beams from
P{Ng < (1 —-6)nAs} < e~ 31As for any0 <d<1. different transmitting nodes where the receiver is within
their transmission range, as long as these transmitters do
E:ombining the above two inequalities, for afly< § < 1, we not lie on the same straight line.
ave
P{|Ngs —nAg| > énAg} 5.2.2- Calculating fo(?) -
— P{Ns>(1+8nAs}+P{Ns < (1—d)nAs} We will galculatefo(n). Recall thatfwx(n) is an upper bound of
nAs the maximum number of successful transmissions whoseversei
< ed +e*5"A352 are in the same interference square. In the case of multitbea
(1+4§)1+o model, fxx(n) corresponds to an upper bound of the maximum

4 number of successful beam transmissions received by tbvezs
’ “) that are in the same interference square.
wheref; = (1 + 6) In(1+ §) — § andfy = %52, For receivers residing in the same interference squaseeiésy

_ NG T _ 9 : __ tosee that their transmitters cannot be outside a larga@regwith
Note thatds = 1/ [A-r(n) = O(r*(n)). Letting A5 = the same center as the interference square, but with sigélen

efelnAs + efeznAs

©(r?(n)) in (4), we have 1/[A}7/_§n)] + 2r(n) (see Fig. 5). Otherwise, a receiver in the
P{|Ns — nAg| > énAs} < e 01nO(r* (n)) + e—02n0(*(n))  interference square will be outside of a transmitter'sgraission

®) ranger(n). For the number of nodes inside the larger square

l .
Based on (1), we have(n) = Q(\/ Z). Thus, the right-hand- 4 the jevel of difficulty in calculatingizx(n) is the same as that fgfix ()
side of (5) goes to zero whem — oo, which shows that the in the multi-beam model. Either choice will lead to the sae®uit.
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6 CASE StuDY Il: MIMO AD HOoC NETWORKS
6.1 MIMO Model

By employing multiple antennas at both transmitting anérgng
nodes, MIMO has brought significant benefits to wireless comm
nications, such as increased link capacity [4], [20], inwedlink
diversity [28], and interference cancellation betweenflicting
links [3], [19]. In this section, we characterize asymptathpacity
upper bound for multi-hop MIMO ad hoc networks. Although

there are many schemes to exploit the benefits of antenngsata
- ( 2 %

a node, we focus on the two key characteristics of MIN@atial
multiplexing (SM) and interference cancellatiofIC) [3], [19],
[27]. SM refers that a transmitter can send several indeg@nd
data streams to its intended receiver simultaneously onka IIC
refers that by properly exploiting multiple antennas at aeo
potential interference to and/or from other nodes can beetked.

To model SM and IC, we employ recent advance in MIMO
Fig. 5. The larger square contains all the transmitters that can transmit ~ Protocol model in [17] by Shet al. The MIMO protocol model is
directional beams to the receivers that are in the small interference  defined as follows. In this model, degree-of-freedom (Dshkjsed
square at the center. to represent resource at a MIMO node. Simply put, the number o

DoFs at a node is equal to the number of antennas, denoted as
at the node. Denotg; the number of active data streams on link
(regardless of transmitters or receivers), we have thevitlg [ in a time slot. Denote T{) and RX!) the transmitter and the
lemma. receiver of linkl, respectively. To spatial multiplex data streams
n link [, we need to allocate; (z; < «) DoFs at both transmitter
d%x(l) and receiver R{). To cancel interference from and/or to
other nodes in the network, it is necessary to have an ordisted
for all nodes and allocate DoFs at each node following thiteior
priigh Denotell(-) the mapping between a node and its order in the
node list. Suppose that linkis carryingz; data streams. Denote
7, and Q; the set of links that are interfered by linkand the
Lemma 4. For a random ad hoc network under multi-beamget of links that are interfering link, respectively. Transmitter
directional antenna, we havix(n) = O (n*r*(n)). Tx(1) is responsible for cancelling the interference from itself
Il receivers R{k), k € 7, that are before node T¥ in the
rder list. Similarly, receiver RX) of link [ is responsible for
cancelling the interference from all transmitters(k¥ k € Q,
that are before node RY in the order list. Since the total number
of DoFs for SM and IC cannot exceed we have the following
€ two constraints on each active likn the network.

1/( 2

Ar(n_)} +2r(H) —

Lemma 3. The number of nodes in the larger square with si
length2r(n)+1/ [A}fnﬂ is © (nr?(n)) almost surely when
n — oo.

The proof of Lemma 3 is similar to the proof of Lemma 1 an
is omitted here. Now, we are ready to calculgtg(n) as follows.

Proof: Based on Lemma 3, we know that the number 03
transmitters that can transmit beams to the same receivirein
interference square is at madt(nr?(n)). That is, a receiver in
the interference square can receive at m@ginr?(n)) beams.
By Lemma 1, there are at mot(nr?(n)) receivers in the sam
interference square. So we have

1) DoF constraint at T{): The number of DoFs that TK
fax(n) = © (n1*(n)) - O (n1*(n)) = O (n*r*(n)) . ) can use for SM (forat)ransmission) and IC cannot-(eiceed
the total number of DoFs at node {T¥, i.e.,

TI(7x(1)) >II(rx(k))

5.2.3 Scaling Law 2+ > 2 <o (6)

Following Fig. 4, with fax(n) = O (n?r*(n)), we can now apply =

Theorem 1 and quickly obtain the following asymptotic cafyac ~ 2) DoF constraint at R¥): The number of DoFs that receiv-
upper bound. er RX() can use for SM (for reception) and IC cannot

Proposition 2. For a random ad hoc network under multi-beam exceed the total number of DoFs at nodgRxi.e.,

directional antenna, we havg(n) = O (nr3(n)) almost T(Re(1)) > TT(1x(k))
surely whemn — oo. 2+ Z 2 < . )

Proof: Combining Lemma 4 and Theorem 1, we have e

We use the following simple example to illustrate DoF alloca
An) =0 (fRX(”)> -0 (n2r4(n) . ) = O (nr¥(n)) . tionin a MIMO network.
nr(n) nr(n) Example 2. Consider the three-linkk({ [, and m) example in
O Fig. 6(a). The number of antennas at each node is also shown
This result is the same as that in [15] for the multi-beam case in the figure. Under the above MIMO model, we need an order
This upper bound is tight since it has the same asymptotierord to determine the DoF resource usage at each node. Suppose we
as the lower bound obtained in [15]. are following an order list, say - d - b —>c—>¢e¢ — f
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1 antenna . 1 antenna example in Fig. 6(a) can be found by enumerating all possible
Link £ . . .
0@ - ;{.b choices of the node order list. Each stream combinationffe
RN PR a feasible point (e.g(1, 1, 2)), the union of which constitutes
. It the DoF region, which we plot in Fig. 6(b).
co Lkl Tag, .
2 antennas ~ . _ -~ \‘\>//‘2'égtenllas 6.2 Calculating fex(n)
RS ISEN Based on the MIMO network model, we now calculgtg(n).?
LT TN Recall thatfx(n) is an upper bound of the maximum number
@ Link m "o f of successful transmissions whose receivers are in the same
4 antennas 4 antennas interference square. In the case of MIMO, this correspoadké
(a) Inter-nodal interference relationship for three maximum number of successful data streams on all actives link
links. whose receivers are in the same interference square.
Lemma 5. For a random MIMO ad hoc network, we have

fax(n) = a

Proof: DenoteL the set of active links with their receivers
being in the same interference square. Dengtethe number of
links in £, and letL = {1,...,|£|}. Our goal is to find an upper
bound for the sum of data streams on these Iinks, }.8,¢ » zx.

If |[£| = 1, i.e., only one active link with its receiver in the
interference square, thefn < « (since the number of data streams
on this link cannot exceed the number DoFs of a node). We can
set fax(n) = « and the lemma holds trivially.

For the general case ¢f| > 2, Property 1 says that these
|£] links interfere with each other and IC is necessary. Based
on the MIMO model we discussed earlier, we need to follow an
ordered list for the nodes (both transmitters and receiwershese
|£] links for DoF allocation at each node. We have two cases,
depending on whether the last node in the list is a transnatta

receiver.
Case (i).The last node in the ordered list is a receiver. Without
(b) Achievable DoF region of the three MIMO links. loss of generality, denote: as the link of which this node is the
' _ receiver. To have,, data streams on link:, based on (7), we
Fig. 6. A three-link MIMO network example. have the following constraint on receiver Rx).
TI(Rx(m)) >TI(Tx(k))
among the nodes. Then, the DoF allocation in this MIMO Zm ¥ kZQ HSa, ®)
€9m

network works as follows.
We start with node:, which is the first node in the list. Given Where the sum for;, is taken over all interfering links whose
it is the first in the list, node does not have any interferencelfansmitters are before receiver () in the node list. Since link
with which it needs to be concerned. Since nadeas only 1 is being interfered by all other links i€ in the same inter-
antenna, it can transmit at most 1 data stream to its intend&§ence square, we ha@,, = £\{m}. Further, since Ryn) is
receiverb. The second node on the ordered list is nate the last node in this list, we haué(Rx(m)) > II(Tx(k)), for all
Since it appears in the order list after nadenoded needs & € £\{m}. Therefore, (8) can be re-written as

to suppress the interference from This implies that node
d needs to expend 1 DoF to cancel the interference faom m Z S a,

Sinced has 2 antennas, we have thhtan receive at most keL\{m}

2 —1 = 1 stream, i.e.z; < 1. The DoF consumption on which is

nodesb and ¢ follows exactly the same token, and it can be Z zr<a.
verified thatb and ¢ can each receive and transmit 1 stream, kel

respectively. Since nodes transmission should not inten‘ere-l-hus we have shown that the sum of data streams that can be
with the reception ab andd that had appeared in the ordefo.oived by nodes in the interference square over all lisksper
list earlier, e needs to expend 2 DoFs for this purpose. Abounded by, i.e., fax(n) =
. . . . s 1S4y JRX — G
this point,e can transmit up tdt — 1 — 1 = 2 streams, i.e., Case (ii). The last node in the ordered list is a transmitter. In

zm < 2. Finally, along the same line, node can receive this case, we employ (6) and follow the same token as the above
at most4 — 1 — 1 = 2 streams, i.e.z,,, < 2. Therefore, discussion. We again haviy(n) = o
. «(n) = a.

after the above steps, we can see that the stream C(,’mb'nat'onCombining the two cases, we hayig(n) = a. O
(zk = 1,2, = 1,2, = 2) can be scheduled feasibly on
links %, I, andm. |t. can be shown that the entire DoF _rEQion 5. For MIMO, the level of difficulty in calculatingfrx(n) is the same as
(the set of all feasible stream combinations) for the tHide- £« (n) and either approach will yield the same result.
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6.3 Scaling Law 7.3 Scaling Law

Following Fig. 4, with fxx(n) = «, we can now apply Theorem 1 Following Fig. 4, with fa () = ¢, we can now apply Theorem 1
and obtain asymptotic capacity upper bound of a random MIiMand obtain asymptotic capacity upper bound of an MC-MR ad hoc

ad hoc network as follows. network as follows.
Proposition 3. For a random MIMO ad hoc network, we haveProposition 4. For a random MC-MR ad hoc network, we have
A(n) = O(1/+v/nInn) almost surely whem — oc. A(n) =0 (1/\/nln n) almost surely whem — oo.

This result is the same as that in [10]. This upper bound g tig ~ Note tha}t this result is the same as the'res.ult in' [12]'for the
since it has the same asymptotic order as the lower boundrshd@Se Whenz = O(Inn). This upper bound is tight since it has
in [10]. It is also interesting to see that, despite MIMO'sliap the same asymptotic order as the lower bound shown in [12].
to increase capacity in a network with finite number of notles,
scaling order for its asymptotic capacity remains the sasnbat
for a single omnidirectional antenna network as in [7]. Finghe 8 CASE STuDY |V: COGNITIVE RADIO AD HocC
advantage of our approach is that its analysis is much sittid®@ NETWORKS
that in [10]. Such advantage also holds in the following isest
for other advanced physical layer techniques. 8.1 Cognitive Radio Network Model

Cognitive radio (CR) is another new physical layer techgglo
that enables more efficient utilization of radio spectrur@][2A

7 CASE STuDpY lll: MULTI-CHANNEL AND MuLTI- CR is able to constantly sense the radio spectrum and explore

RADIO any available spectrum bands for data communication. @ensi
random ad hoc network where each node is equipped with a CR.

7.1 Multi-Channel Multi-Radio Model Consider a specific time instance where each noslenses a set

of available frequency bands; that it can usé.Note that due to
Multi-channel multi-radio (MC-MR) refers that there are ltiple  differences in locations, the set of available frequenaydsd; at
channels in the network and there are multiple radio intesaat a nodei may be different from that at another node in the network.
each node in the network [12], [13]. By equipping each nodé wiDenote;; = B; () B; the set of common bands that are available
multiple radio interfaces, each node has more flexibilityhannel at both nodes andj. Then node can communicate to no@'eon
access in the network. The protocol model in MC-MR is definggandm only if m € B;;. The protocol model for CR is defined as
as follows. Following [12], we assume that there arehannels follows. Nodei can successfully communicate to ngden band
in the network and each node in the network is equipped with 1, if and only if
radio interfaces, whereandm are constants, and< m < c. A
radio interface is capable of transmitting or receivingadat only ¢ bandm is the common band of both nodend nodey;
one channel at any given time, i.e., half-duplex. « nodej is within the transmission range of node
o node j is outside the interference range of other non-
o On a specific channel, a transmitting radio can send data intended transmitters.
only to a receiving radio within its transmission range.
o Other transmitting radios must be out of the interference
range of this receiving radio. 8.2 Calculating fax(n)

Based on the CR network model, we now calculgtg(n).®
) Assuming that each band has the same bandwidth in the CR
7.2 Calculating fux(n) network, thenfx(n) corresponds to the maximum number of

Based on the MC-MR model. we now calcula/t@(n).e Assum- successful transmissions over all available bands whasavers
' Are in the same interference square. Derdte= | |J;_, Bi|, i.e.,

ing each band has the same bandwidth in the MC-MR netwofk,~ A -
then fax(n) corresponds to the maximum number of successfM is the number of distinct frequency bands in the networknThe

transmissions over all available channels on all radioriates We have the following lemma.

whose receivers are in the same interference square. Wetve, oyima 7. For a random CR ad hoc network. we hafg(n) =
following lemma. M.

L . For a random MC-MR network, we ha =c. . . .
emma 6. For a rando C etwo Weu(n) = c Proof: Consider one band at a time. Within each band,

, ) ] by Property 1, the links with receivers in the interferenqgaase
~ Proof: Let's focus on one channel at a time. Since the linkgterfere with each other. So the maximum number of activiesli
with receivers in the interference square interfere wittheather (or successful transmissions) is at most one. Summing up all
(Property 1), there can be at most one radio at a node regeivifttive links (or successful transmissions) ogiérbands, we have
on this channel. Summing up all such radios (or success%lx(n) — M. 0
transmissions) over channels, we havé.(n) = c. O

7. These bands may be those that are currently unused byitharpusers.
6. For an MC-MR network, the level of difficulty in calculagirfzx(n) is 8. For a CR network, the level of difficulty in calculatirfgx () is the same
the same agrx (n) and either approach will yield the same result. as frx (n) and either approach will yield the same result.
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8.3 Scaling Law Proof: DenoteL the set of successful links with their re-
Following Fig. 4, withfux(n) = M, we can now apply Theorem 1 geivers residing in the same interference square. By a &sstal”

and obtain asymptotic capacity upper bound for a random CR !¢, we mean the receiver of this link can successfully diecthe
hoc network as follows. packet on this link. DenoteC| the number of links inC, and let

- L={1,...,|L|}. Thenfu(n) is an upper bound dfZ|.
Proposition 5. For a random CR ad hoc network, we have) = Note that for two successful links, their transmitters affed
) (1/\/nln n) almost surely whem — oo. ent but their receivers may be the same. Consider one regeive

This result is consistent to those found in [8], [18]. Thipap the interference square. From receiyé&r perspective, we divide

bound is tight since it has the same asymptotic order as therlo £ iNt0 two subsetsL; — the set of links whose receivers aje
bound shown in [8], [18]. and £, — the set of links whose receivers are notBased on

Property 1, we know that the transmitters of the links in stilds
are all in the interference range of receiyeSince packets ofi;
9 CAseE STuDY V: AD HOC NETWORKS WITH are successfully received by then based on the MPR model, we

MULTI-PACKET RECEPTION have

Multi-packet reception (MPR) is a conceptual abstractidrao L] = L1+ [La| = B1+ B2 < B.
physical layer capability that a receiver can correctly adiec
multiple packets from different transmitters simultanglgy21].
As described in [16], such capability may be implemented by a
variety of advanced physical layer technologies, such dtusar
detection [22], directional antenna [15], [25], and MIM@.dther
words, MPR refers to a reception capability of a node at tHeollowing Fig. 4, with fex(n) = 3, we can now apply Theorem 1
physical layer, rather than referring to a specific physiager and directly obtain the following asymptotic capacity uppeund
technology. In this section, we employ our criteria in Sentt to  for an MPR-based ad hoc network.

explore capacity scaling law of MPR-based ad hoc networks.

Therefore, we havéx(n) = S. O

9.3 Scaling Law

Proposition 6. For a random MPR ad hoc network, we have
A(n) = O(1/+v/nlnn) almost surely whem — oco.
9.1 A General MPR Model

Under MPR, a transmitter can transmit packet to only onevece
at a time, but a receiver is capable of receiving multiplekpés
simultaneously from multiple transmitters within its teanission
range. For urlintended trgnsmigsions yvhose interfe'renngera9.4 An Idealized MPR Model

covers a receiver, the receiver will consider them as iaterfce. o ] .

Such interference may be cancelled by the receiver. Spaltyfic For the idealized MPR model described in [16], whele< 5 =

in the MPR model, we assume a receiver has finite resouree @nd 2 = 0, one can still apply our simple scaling order
available for MPR and interference cancellation. Dengtethe ~ Criteria. In particular, it can be shown that for this ideai MPR
number of simultaneous packets from intended transmittaose  Model, we havefex(n) = © (nr?(n)) in Lemma 9.

transmission range covers the receiver aidthe number of | emma 9. For a random ad hoc network under the idealized MPR
unlnFended transmitters that produce interference on #mes model, we havefu(n) = O (nr2(n)).

receiver. We have

The above upper bound for MPR is a new result obtained via
our unified approach.

fr+B2<58, Proof: First, we show that there can be only one receiver
say j) in the interference square receiving packets. This can be

where § is a constant and represents the total available resoué & wWn by contradiction. Suppose there is another recéjve# ;,

El\l/:PaRretﬁzlﬁrr{eFr?rrr?é:moq‘lgollf: M;tMOMTMegELOg:%? Igplzm%r}ift receives packets in the same interference square, bhsed
' u ' sata y correspory Property 1, one of receiverls transmitters must be within

to 8. . } . - L

. . o . . the interference range of node This transmitter of receiver

Mpgote tgalt FhlsllgAPthnﬁdel 'S a gene<raI|zaLt|on of t:le |deial|zg}§i” interfere nodej, which contradicts with3, = 0 under the
model in [16] which assumes, < § = oo andf; = jyaqiized MPR model.

0, i.e., a receiver can successfully decode arbitrary nunober
; o . ; Based on Lemma 3, we know that the number of all nodes
simultaneous packet transmissions and no interferendoigeal . . . 9 . .
inside the larger square i®(nr?(n)). Since each transmitter

on the receiver. transmits one packet to receivgr at a time, the number of
simultaneous packets received by receiyecannot exceed the

9.2 Calculating fax(n) number of nodes in the larger square, i@(nr?(n)). Therefore,
We choose to calculatg:,(n), which is more convenient than W€ havefr_ex@) = O(nr?(n)). i
calculating fix (n). In the case of MPR ad hoc networkk(n) Combining Lemma 9 and Theorem 1, we have
corresponds to an upper bound of the maximum number of packet Fex(n) 1

that are successfully received simultaneously by all tieeivers  \(n) = O (L> =0 (mﬁ(n) . _> =0 (r(n)) .

in the same interference square. We have the following lefioma nr(n) nr(n)

frx(n). This is exactly the result developed in [16]. This upper lbism

Lemma 8. For a random MPR ad hoc network, we hayg(n) = tight since it has the same asymptotic order as the lower doun
S. shown in [16].
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TABLE 2
A summary of asymptotic capacity upper bounds obtained via our simple criteria. “—" sign indicates new result not available in literature.
[ Physical layer technology [ Jfex(n) or fx(n) | Upper bound | Reference]

L Single beam[[ fix(n) = © (nr2(n)) O (r(n)) 15
Directional antenna Multi-beam Fax(n) = O (nzr4 (n)) O (nrd(n)) 15
MIMO frx(n) = a o (wﬁm) [10]
MC-MR frx(n) = c o ( \/nll_m) [12]

CR fax(n) = M 0(==) | 08
_ 1 _

MPR General frx(n) =B (@] (m>

Idealized frx(n) = © (nr?(n)) O (r(n)) [16]
Full-duplex frx(n) = 2 15) ( nllnn) [24]

10.2 Calculating fax(n)

Based on the full-duplex model, we now calculafg(n).°

h Suppose that in an interference square, there is a suckessfu
transmission from nodg to node h with both nodes in this

J interference square. With full-duplex at nogewe can have at
most another successful transmission from notte node; (see

Fig. 7). Thus, we have the following lemma.

Lemma 10. For a random full-duplex network, we hayg(n) =

2.
i d

Fig. 7. Two transmissions under full-duplex whose receivers are in the 10.3  Scaling Law

same interference square. Following Lemma 10, withfz(n) = 2, we can now apply
Theorem 1 and obtain asymptotic capacity upper bound ofla ful
diplex ad hoc network as follows.

10 CAsE Stupy VI: FuLL-DUPLEX RADIO Proposition 7. For a random full-duplex ad hoc network, we have

10.1 Full-Duplex Model A(n)=0 (1/\/nln n) almost surely whem — oo.

Full-duplex refers that a radio can transmit and receiviedint Note that this result is the same as the result in [24]. Since

packets at the same time on the same channel [24]. Wheninodg hajf-duplex feasible solution is also a feasible solutiona

transmits to nodg‘,. thg necessary and sufficient conditions for ﬂjll-duplex network, we can use the lower boufid( 1/ /o
successful transmission (allowing full-duplex) are: developed in [7] as a lower bound for a full-duplex networkem
o nodej is within the transmission range of nodgi.e., the above upper bound is tight since it has the same asymptoti
d;; < r(n), whered;; is the distance between nodés order as the lower bound.
andj, and
« for any transmitting nodé& other than nodesandj, node 11 DISCUSSIONS
Jj is outside the interference range of ndde.e., dy; >
(14 A)r(n), k #1, j. 11.1 Summary of Results
Table 2 summarizes asymptotic capacity upper bounds that we
derived in the last six sections by applying our proposed new
method. For the MPR general model, the result that we deeélop
i:p this paper is new and not available in the literature. Nbtg
our results are consistent to those reported in the litezaflast
column of Table 2), each of which was found via custom-design
and complex mathematical analysis. In contrast, the metted
used to develop these bounds is simple and general. It seotes
only as a simple tool to validate the capacity bound undeseho
PHY technologies in [8], [10], [12], [15], [16], [18], [24}ut also
offer a powerful tool to determine capacity bounds undeeoth
PHY technologies in the future.
We caution that the success of our simple method hinges upon
the calculation offxx(n) or fx(n). One should calculatgay(n)
or fx(n) as tight as possible since loogg(n) or fix(n) (e.g.,
infinity) will yield trivial upper bounds.

This protocol model for full-duplex is similar to the protc
model in half-duplex, except that we hakes# j when we list
constraints in the second condition.

A full-duplex example is shown in Fig. 7, where there ar
two transmissions — j and j — h and we haved;; <
r(n),d;jn < r(n),din > (1+A)r(n). We now show that all full-
duplex constraints are satisfied for these two transmissibar
transmission — 7, the first condition required;; < r(n), which
is satisfied. The second condition requires that we considgr
transmitting nodé: other than nodes and j, which is an empty
set, i.e., there is no constraint posed by the second condFor
transmissionj — h, the first condition required,;, < r(n),
which is satisfied. The second condition requires that wesicien
any transmitting nodé: other than nodeg and h. Since node
i is the only such transmitting node, i.e., the second candliti
requires thatl;, > (1+ A)r(n), which is satisfied. Therefore, all
full-duplex constraints are satisfied for this example aredha&ve g For a full-duplex network, the level of difficulty in callating fax(n) is
full-duplex at nodey. the same agrx (n) and either approach will yield the same result.
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11.2 Asymptotic Order Change

We observe that for advanced PHY technologies such as MIM(g;
MC-MR, cognitive radio, general MPR, and full-duplex, the
asymptotic capacity upper bounds ate 1/\/nlnnP, which

is the same as that under single omnidirectional antenna [[;f
Given thatO 1/\/nlnn) is a tight upper bound, we conclude
MIMO, MC-MR, cognitive radio, general MPR, and fuII-dupIex[3]
cannot make fundamental change in asymptotic dfti@his is

an interesting result. On the other hand, under directiansnna
and idealized MPR, the asymptotic capacity upper boundsmare[4]
a higher order tha® (1 /VnIn n) This indicates that the latter
PHY technologies have potential to improve network capdoit [5]
the asymptotic sense.

(6]

12 CONCLUSIONS
7

In this paper, we presented a simple yet powerful methodahat )
can apply to quickly determine the asymptotic capacity lisun(8]
under the protocol model for various PHY layer technologiégs
new method offers a general tool to determine capacity regalig;
law, which is in contrast to existing approaches, which vizrsed
on complex mathematical analysis that was custom-desitpred
each PHY technology. We proved the correctness of our palbo?m]
method and demonstrated its applications through a number o
case studies, such as wireless networks with directiortehan,
MIMO, MC-MR, cognitive radio, MPR, and full-duplex radio. [11]
The new method in this paper offers a simple tool to wireless
networking researchers to quickly understand asymptafacity
of wireless networks under a particular PHY layer technplog  [12]

An open problem is whether a simple method like ours also
exists for SINR-based (physical) interference models diditéon [13]
to the protocol model. After a number of attempts, we conject
that this is not possible. This is because, a successfusrrizn
sion under the SINR-based model requires complex caloulatil}?!
of SINR at a receiver, which cannot be handled by distanCﬁB]
based accounting of interfering nodes. Even worse, theses do
not even appear to exist a general SINR-like physical mdusl t
can accommodate different PHY layer technologies (e.gM®l|
directional antenna, MPR), which is necessary to develamagl
method to analyze capacity bounds. Due to these fundamenia]
difficulties and after our rather thorough investigatiomotigh
different avenues, we believe that a simple method like @rs
unlikely to exist in the world of SINR-based interferencedats.
We leave it as a conjecture for future research.

[16]

(18]

[29]
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