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SUMMARY The IETF Differentiated Services (DiffServ)
framework achieves scalability by (1) aggregating traffic flows
with coarse grain QoS on the data plane, and (2) allocating net-
work resources with a bandwidth broker (BB) on the control
plane. However, there are many issues that need to be addressed
under such framework. First, it has been shown that the con-
catenation of strict priority (SP) scheduler of class-based queues
(CBQ) can cause delay jitter unbounded under certain utiliza-
tion, which is not acceptable to support the premium service
(PS). Furthermore, it is not clear how such a DiffServ network
can support traffic flows requiring the guaranteed service (GS),
which is a desirable feature of the future Internet. This paper
presents architecture and mechanisms to support multiple QoS
under the DiffServ paradigm. On the data plane, we present
a node architecture based on the virtual time reference system

(VTRS). The key building block of our node architecture is the
core-stateless virtual clock (CSVC) scheduling algorithm, which,
in terms of providing delay guarantee, has the same expressive
power as a stateful weighted fair queueing (WFQ) scheduler.
With the CSVC scheduler as our building block, we design a node
architecture that is capable of supporting integrated transport of
the GS, the PS, the assured service (AS), and the traditional
best effort (BE) service. On the control plane, we present a BB
architecture to provide exible resource allocation and QoS pro-
visioning. Simulation results demonstrate that our architecture
and mechanisms can provide scalable and exible transport of
integrated traffic of the GS, the PS, the AS, and the BE services.
key words: quality of service, di�erentiated services, schedul-

ing, bandwidth broker, scalability

1. Introduction

The ability to provide end-to-end guaranteed services
(GS) [22] (e.g., guaranteed delay or bandwidth) for net-
worked applications is a desirable feature of the future
Internet. To enable such services, Quality-of-Service
(QoS) support from both the network data plane (e.g.,
packet scheduling) and the control plane (e.g., admis-
sion control and resource reservation) is needed. For
example, under the IETF Integrated Services (IntServ)
architecture, scheduling algorithms such as weighted
fair queueing (WFQ) [10], [19], [20] were developed to
support the GS. Furthermore, a signaling and reserva-
tion protocol, RSVP [6], [26], for setting up end-to-end
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QoS reservation along a flow’s path was also proposed
and standardized. However, due to its need for per-
forming per-flow management at core routers, the scal-
ability of the IntServ architecture has been questioned.

To address the issue of scalability, the IETF has
introduced the Differentiated Services (DiffServ) model
[3], which achieves scalability by offering services for an
aggregate traffic rather than on a per-flow basis. Fur-
thermore, the DiffServ model pushes much complex-
ity out of the core of the network into edge routers,
which processes smaller volume of traffic and fewer
number of flows. On the data plane, simple per-hop
behaviors (PHBs) (e.g., expedited forwarding (EF) [16]
and assured forwarding (AF) [14]) have been defined
to treat traffic aggregate and to provide differentiation
in packet forwarding. On the control plane, a cen-
tralized bandwidth broker (BB) [18] was introduced to
perform resource management and allocation within a
DiffServ domain (intra-domain) and to maintain ser-
vice level agreement (SLA) between DiffServ domains
(inter-domain).

Under such DiffServ paradigm, two new services,
namely, the premium service (PS) and the assured ser-
vice (AS) have been proposed [18] to provide coarse-
grained end-to-end QoS guarantees over the Internet.
The PS is expected to offer a guaranteed rate, low delay
jitter packet delivery, while the AS is expected to offer
a sustainable rate guarantee for a traffic flow∗. It has
been suggested [18] that a network of routers employ-
ing a simple class-based strict priority (SP) scheduling
between the PS and the AS queues (with FIFO for each
queue) may achieve end-to-end support for the PS and
the AS through a DiffServ network domain.

Several issues have been raised regarding such
class-based SP node architecture in a DiffServ network.
First, it has been shown recently [2], [8] that the delay
jitter under a concatenation of class-based SP sched-
ulers can be unbounded over a certain utilization, which
means that the QoS requirement for the PS cannot al-
ways be supported under such node architecture. Sec-
ond, it is not clear how such class-based SP node ar-
chitecture can support end-to-end (either per-flow or

∗Here a flow can be either an individual user flow, or an
aggregate traffic flow of multiple user flows, defined in any
appropriate fashion.



HOU et al.: PROVIDING SCALABLE SUPPORT FOR MULTIPLE QOS GUARANTEES
2831

aggregate) GS [22], which is a desirable feature of the
future Internet.

The purpose of this paper is to design a node archi-
tecture under the DiffServ paradigm to provide scalable
and integrated transport of the GS, the PS, the AS, and
the traditional best effort (BE) services. More specif-
ically, we want to achieve the following three design
objectives.
Objective 1: Multiple QoS Guarantees. Our net-
work should be capable of simultaneously transporting
the GS, the PS, the AS, and the BE services while
meeting the QoS requirements of each service. More
specifically, (1) For the GS, each flow specifies its traffic
behavior through a traffic profile (e.g., (σ, ρ, P, Lmax))
and a service requirement (e.g., delay requirement) [22].
The network decides whether to admit or reject the call
through an admission control procedure. If the GS flow
is admitted into the network, then the end-to-end delay
bound must never be violated and no packet shall be
lost for this flow, as long as the source’s traffic conforms
to its traffic profile. (2) For the PS, each flow specifies
its traffic profile and service profile through a peak rate
requirement [18]. The network decides whether to ad-
mit or reject the call through an admission control pro-
cedure. At the network edge, each admitted PS flow is
shaped according to its peak rate requirement. An ad-
mitted PS flow should experience low delay jitter and
low loss when it traverses the network. (3) For the AS,
each flow specifies its traffic profile and service profile
through a sustainable rate requirement. The network
decides whether to admit or reject the call through the
admission control procedure. At the network edge, an
admitted AS flow is marked according to its sustain-
able rate. Packets spaced according to its sustainable
rate will have their AS bit marked; packets exceeding
the sustainable rate will be marked as the BE service.
Unlike the PS, edge shaping is not employed for the AS.
(4) For the BE service, there is no specific traffic profile
and QoS service requirement for each flow. Each flow
can enter the network freely and share any remaining
network resources.
Objective 2: Scalability in Network Core (Core-
Stateless). In consistent with the IETF DiffServ
model, we identify all the routers within a DiffServ
domain and distinguish them between edge and core
routers. To support the GS, the PS, and the AS, we
allow edge routers to maintain per-flow state. That is,
edge routers perform per-flow traffic classification and
conditioning (shaping and marking). Since each edge
router typically processes smaller volume of traffic and
fewer number of flows as compared with a core node,
scalability is not a concern at an edge router. On the
other hand, we require that core routers maintain no
per-flow state, e.g., per-flow reservation state or per-
flow scheduling state. Such scalability requirement on
the core nodes is also called “core-stateless” approach
[15], [23].

Objective 3: Decouple QoS Control from Core
Routers for Flexible Resource Allocation and
QoS Provisioning. We aim to decouple the QoS con-
trol plane from the core routers and use a centralized
BB to control and manage domain-wide QoS provision-
ing. As we shall see in later sections of this paper,
there are many significant advantages for decoupling
QoS control plane from the data plane. One advantage
that is enabled by such decoupling is that new network
management policies can be easily implemented, elim-
inating the additional complexity (hardware/software
upgrade) on the core routers as otherwise would incur.
That is, all the policy decision and its enforcement can
be performed on the control plane using the BB without
any hardware/software change on the data plane.

This paper presents an architecture to meet the
above three design objectives. Our node architecture
is based on the virtual time reference system (VTRS),
which has been recently introduced by Zhang et al. [27]
as a unifying scheduling framework for scalable support
for the GS. Under the VTRS, a core-stateless scheduler,
called core-stateless virtual clock (CSVC) has been in-
troduced. The CSVC scheduler has the same expres-
sive power in providing delay and rate guarantee as
a stateful WFQ scheduler, albeit it does not maintain
any reservation or scheduling states in the router. The
architecture and mechanisms presented in this paper,
which covers both data plane and control plane, builds
upon the VTRS/CSVC and aims to achieve the three
design objectives listed earlier. In this sense, this paper
is a sequel to [27].

The remainder of this paper is organized as fol-
lows. In Sect. 2, we first give an overview of the VTRS
and the CSVC scheduler. Then we present our node
architecture (edge and core) on the data plane for in-
tegrated transport of the GS, the PS, the AS, and the
BE services. Section 3 presents a BB architecture and
admission control algorithms on the control plane. In
Sect. 4, we discuss the performance and complexity of
our architecture. Section 5 presents simulation results
to demonstrate the performance of our node architec-
ture in providing QoS guarantees to each type of ser-
vices. In Sect. 6, we discuss related work. Section 7
concludes this paper.

2. A Core-Stateless Architecture with Multi-
ple QoS Support

This section presents our core-stateless node architec-
ture on the data plane to support the GS, the PS, the
AS, and the BE services. We organize this section as
follows. Section 2.1 presents the essential background
on the VTRS and introduces the CSVC scheduler. In
Sect. 2.2, we propose a node architecture which builds
upon the VTRS/CSVC, for integrated transport of the
GS, the PS, the AS, and the BE services in a DiffServ
network domain.



2832
IEICE TRANS. COMMUN., VOL.E84–B, NO.10 OCTOBER 2001

Fig. 1 A network domain where the VTRS is deployed.

2.1 Virtual Time Reference System: A Background

The VTRS [27] was developed as a unifying schedul-
ing framework to provide scalable support of the GS.
The key construct in the VTRS is the notion of packet
virtual time stamps, which, as part of the packet state,
are referenced and updated as packets traverse each
core router. As we will see shortly, the virtual time
stamps associated with the packets of a flow form a
thread which “weaves” together the per-hop behaviors
of core routers along the path of the flow to provide the
QoS guarantees for the flow. A key property of packet
virtual time stamps is that they can be computed using
solely the packet state carried by packets (plus a cou-
ple of fixed parameters associated with core routers).
In this sense, the VTRS is core-stateless, as no per-flow
state is needed at core routers for computing packet
virtual time stamps.

The idea of virtual time has been used extensively
in the design of packet scheduling algorithms such as
the VC [25] and the WFQ [10], [19], [20] schedulers. The
notion of virtual time defined in these contexts is used
to emulate an ideal scheduling system and is defined lo-
cal to each scheduler. Computation of the virtual time
function requires per-flow information to be maintained
at each node. In contrast, under the VTRS, the notion
of virtual time embodied by packet virtual time stamps
can be viewed, in some sense, as global to an entire
domain (see Fig. 1). Its computation is core-stateless,
relying only on the packet state carried by packets.

Conceptually, the VTRS consists of three logi-
cal components: packet state carried by packets, edge
traffic conditioning at the network edge (see Fig. 2),
and per-hop virtual time reference/update mechanism
at core routers (see Fig. 3). These three components
are briefly described below.
1. Edge Traffic Conditioning. Edge traffic con-
ditioning plays a key role in the VTRS, as it ensures
that the packets of a flow will never be injected into the
network core at a rate exceeding its reserved rate (see
Fig. 2). Formally, for a flow j with a reserved rate rj ,

Fig. 2 Edge conditioning and its effect.

Fig. 3 Per-hop behavior and operations at a core node under
the VTRS.

the inter-arrival time of two consecutive packets of the
flow at the first hop core router is such that

âj,k+1
1 − âj,k

1 ≥ Lj,k+1

rj
, (1)

where âj,k
1 denotes the arrival time† of the kth packet

pj,k of flow j at the first network core router, Lj,k the
size of packet pj,k, and rj the reserved rate of flow j.
2. Packet State. After going through the edge con-
ditioner at the network edge, packets entering the net-
work core carry in their packet headers certain packet
state information that is initialized and inserted at the
network edge. The packet state carried by the kth
packet pj,k of a flow j contains three types of informa-
tion: (1) QoS reservation (i.e, the reserved rate rj) of

†Note that in order to model non-preemptive, non-cut-
through network system, throughout the paper we adopt
the following convention: a packet is considered to have ar-
rived at a server only when its last bit has been received,
and it to have departed the server only when its last bit has
been serviced. In addition, we assume that the edge con-
ditioner and the first-hop router (i.e., the first core router)
are co-located, and thus the propagation delay from the
edge conditioner to the first core router is negligible.
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the flow†; (2) the virtual time stamp ω̃j,k
i of the packet

that is associated with the router i currently being tra-
versed; and (3) the virtual time adjustment term δj,k

of the packet.
The rate parameter (rj) is determined by the BB

(during call set up time and at the network edge) based
on flow j’s QoS requirements (see Sect. 3.4 for details),
and is inserted into every packet of the flow. For the kth
packet of flow j, its virtual time stamp ω̃j,k

1 is initialized
to âj,k

1 , the actual time it leaves the edge conditioner
and enters the first core router along the flow’s path.
That is,

ω̃j,k
1 = âj,k

1 . (2)

The virtual time adjustment term δj,k for packet pj,k

is set to

δj,k =
∆j,k

h
, (3)

where h is the number of hops along the flow’s path,
and ∆j,k is computed at the network edge using the
following recursive formula:

∆j,1 = 0 (4)

∆j,k = max
{
0, ∆j,k−1 + h

Lj,k−1 − Lj,k

rj
+ âj,k−1

1

− âj,k
1 +

Lj,k

rj

}
, for k = 2, 3, . . . . (5)

The physical meaning of ∆j,k is that it represents the
cumulative delay experienced by packet pj,k in an ideal
dedicated per-flow system [27], where packets of flow j
are serviced by h tandem servers with capacity rj .
3. Virtual Time Reference/Update Mechanism
and Per-Hop Core Router Behavior Character-
ization. In the conceptual framework of the VTRS,
each core router is equipped with a per-hop virtual time
reference/update mechanism to maintain the continual
progression of the (global) virtual time embodied by the
packet virtual time stamps. This virtual time stamp
ω̃j,k

i represents the arrival time of the kth packet pj,k

of flow j at the ith core router in the (global) virtual
time, and thus it is also referred to as the virtual ar-
rival time of the packet at the core router. The virtual
time stamps ω̃j,k

i ’s associated with packets of flow j sat-
isfy the following two important properties: (1) virtual
spacing property: ω̃j,k+1

i − ω̃j,k
i ≥ Lj,k+1/rj , and (2)

the reality check property: âj,k
i ≤ ω̃j,k

i , where âj,k
i de-

notes the actual arrival time of packet pj,k at router i.
The virtual spacing property says that, when measured
according to this (global) virtual time, the traffic flow
preserves its reserved rate. These two properties are
important in ensuring that the end-to-end delay expe-
rienced by packets of a flow across the network core is
bounded.

In order to ensure that these two properties are

satisfied, the virtual time stamps must be appropri-
ately referenced or updated as packets enter or leave a
core router (see Fig. 3). The referencing/updating rule
depends on the scheduling algorithm (or scheduler) em-
ployed by a core router and its characteristics. Since
we only consider rate-based schedulers in this paper,
then, for scheduler Si at the ith router, packet pj,k is
associated with the virtual delay parameter, d̃j,k

i , and

d̃j,k
i =

Lj,k

rj
+ δj,k, (6)

and its virtual finish time, ν̃j,k
i , is defined as

ν̃j,k
i = ω̃j,k

i + d̃j,k
i = ω̃j,k

i +
Lj,k

rj
+ δj,k. (7)

The per-hop behavior of a core router (or rather, its
scheduler) is characterized by an error term, which is
defined with respect to the virtual finish time and actual
finish time of packets at the router. Let f̂ j,k

i denote the
actual time packet pj,k departs the scheduler Si. We say
that Si can guarantee flow j its reserved rate rj with an
error term Ψi, if for any k, f̂ j,k

i ≤ ν̃j,k
i + Ψi. In other

words, each packet of flow j is guaranteed to depart
scheduler Si by the time ν̃j,k

i + Ψi = ω̃j,k
i + d̃j,k

i + Ψi.
Given the error term Ψi of the scheduler Si, the

virtual time stamp of packet pj,k after it has traversed
Si is updated using the following reference/update rule:

ω̃j,k
i+1 = ν̃j,k

i + Ψi + πi = ω̃j,k
i + d̃j,k

i + Ψi + πi, (8)

where πi denotes the propagation delay from the ith
router to the next-hop router along the flow’s path. It
has been shown [27] that by using the reference/update
rule in (8), the virtual spacing and reality check prop-
erties of virtual time stamps are satisfied at every core
router.

2.1.1 End-to-End Delay Bound and QoS Abstraction
of Data Plane

An important consequence of the VTRS outlined above
is that the end-to-end delay bound on the delay experi-
enced by packets of a flow across the network core can
be expressed in terms of the reserved rate of a flow and
the error terms of the routers along the flow’s path.
Suppose there are total h hops along the path of flow
j, all of which are rate-based schedulers. Then for each
packet pj,k of flow j, we have

f̂ j,k
h − âj,k

1 ≤ h
Lj,max

rj
+

h∑
i=1

Ψi +
h−1∑
i=1

πi , (9)

where Lj,max is the maximum packet size of flow j.
†For the purpose of this work, we will only consider rate-

based schedulers under the VTRS. A more general treat-
ment of the VTRS that includes delay-based schedulers can
be found in [27].
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The VTRS does not mandate any specific schedul-
ing mechanisms to be implemented in a network domain
as long as their abilities to provide delay guarantees can
be characterized using the notion of error term. In fact,
it has been shown [27] that almost all known scheduling
algorithms can be characterized, be they stateless (e.g.,
FIFO) or stateful (e.g., WFQ).

2.1.2 Core-Stateless Virtual Clock Scheduling Algo-
rithm

The VTRS leads to the design of a set of new core-
stateless scheduling algorithms. One of the most im-
portant one is the core-stateless virtual clock (CSVC)
scheduler, which will be the key building block in our
node architecture in this paper.

The CSVC is a work-conserving counterpart of
the core-jitter virtual clock (CJVC) scheduling algo-
rithm [23]. The CSVC scheduler services packets in
the order of their virtual finish times (recall that the
virtual finish time of packet pj,k is given by ν̃j,k =
ω̃j,k + Lj,k/rj + δj,k). It has been shown [27] that
as long as the total reserved rate of flows traversing
a CSVC scheduler does not exceed its capacity (i.e.,∑

j r
j ≤ C), then the CSVC scheduler can guarantee

each flow its reserved rate rj with the minimum error
term Ψ = L∗,max/C, where L∗,max is the largest packet
size among all flows traversing the CSVC scheduler.

Theorem 1: The end-to-end delay bound experi-
enced by a flow j with reserved rate rj in a network
of the CSVC schedulers is the same as that under a
network of the WFQ schedulers.

The theorem is proved [27] by showing that the
WFQ scheduler has the same error term as the CSVC
scheduler under the VTRS, which is Ψ = L∗,max/C .

Theorem 1 shows that the CSVC scheduler has the
same expressive power, in terms of providing delay and
rate guarantees, as a stateful WFQ scheduler, albeit it
does not maintain any reservation or scheduling state
in the router.

Due to paper length limitation, we can only give
some highlights of VTRS here. We strongly encour-
age readers to [27] for more details on the architectural
insights and theoretical underpinning for VTRS.

2.2 A Node Architecture with Scalable Support of
Multiple QoS

In this section, we present a node architecture, which
builds upon the VTRS/CSVC, for scalable support of
integrated traffic of the GS [22], the PS [18], the AS
[18], and the BE services. In Sect. 2.2.1, we present
the edge conditioning functions. Section 2.2.2 shows
the buffering and scheduling mechanisms for both edge
and core nodes.

2.2.1 Edge Conditioning

Edge traffic conditioning plays a key role in our archi-
tecture. In the following, we show how traffic condi-
tioning is performed for the GS, the PS, the AS, and
the BE flows, respectively.
Edge Shaping for the GS Flows. Before enter-
ing the traffic shaper, suppose the traffic profile of an
GS flow j is specified using the standard dual token
bucket regulator (see Fig. 4) (σj , ρj , P j , Lj,max) where
σj ≥ Lj,max is the maximum burst size of flow j, ρj

is the sustained rate of flow j, P j is the peak rate of
flow j, and Lj,max is the maximum packet size of flow j.
Then, under the VTRS, we must ensure that packets of
this flow will never be injected into the network core at
a rate exceeding its reserved rate rj (see Fig. 2). That
is, the shaper in Fig. 5 ensures that, for a flow j with
a reserved rate rj , the inter-arrival time of two consec-
utive packets of the flow at the first hop core router
satisfies Eq. (1).

Note that the edge shaper introduces an additional
edge delay (due to shaping) to the flow. Such edge delay
should be accounted for when measuring the end-to-
end delay bound for the GS flow. Denote dj

edge the
maximum delay that packets of flow j experienced at
the edge shaper. Assume that the flow has a reserved

Fig. 4 A dual token bucket regulator for an GS flow j.

Fig. 5 Edge node shaping and marking for an GS flow.

Fig. 6 Edge delay due to edge shaping for an GS flow.
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rate rj (see Sect. 3.4 for rj calculation during admission
control procedure). Then from Fig. 6, we have

dj
edge =




P j−rj

rj · σj−Lj,max

P j−ρj + Lj,max

rj

if ρj ≤ rj < P j ,

Lj,max

rj if ρj ≤ P j ≤ rj .

(10)

Denote T j as

T j =
σj − Lj,max

P j − ρj
(11)

if ρj ≤ rj < P j . Then T j is the maximum duration
that flow j can inject traffic at its peak rate (P j) into
the edge shaper if ρj ≤ rj < P j .

After the shaper, the packet is marked as an GS
packet, with its VTRS states set in the packet header
as follows (also see Sect. 2.1): (1) rj := rj , whose cal-
culation is given in Sect. 3.4; (2) ω̃j,k

1 := âj,k
1 ; and (3)

δj,k, which is computed at edge according to Eq. (3).
Edge Shaping/Marking for the PS Flows. For an
PS flow j, it only has a peak rate requirement P j as
its traffic profile. According to [18], an PS flow should
experience low delay jitter and low packet loss when it
traverses the network domain. Under our architecture,
we will offer the same treatment to an PS flow as that
for an GS flow (albeit it does not have a delay bound
requirement). More specifically, we will provide an PS
flow j a reserved rate equal to its peak rate, i.e., rj =
P j , and let it share the CSVC scheduler with the GS
flows in the network core (see Sect. 2.2.2).

Given that we will treat an PS flow the same as if it
were an GS flow, the edge traffic conditioning function
for an PS flow is very much similar to that for an GS
flow, except that traffic is shaped using the traffic’s
peak rate P j . The shaper in Fig. 7 ensures that, for an
PS flow j with a peak rate P j , the inter-arrival time of
two consecutive packets of the flow at the first hop core
router is such that

âj,k+1
1 − âj,k

1 ≥ Lj,k+1

P j
. (12)

Similar to the GS, the edge shaper introduces an
additional edge delay (due to shaping) to the flow,
which should be accounted for when measuring the end-
to-end delay bound for the PS flow. Denote dj

edge the
maximum delay that packets of PS flow j experienced
at the edge shaper. Assume that the flow has a reserved
rate rj = P j . Then we have

dj
edge =

Lj,max

rj
. (13)

After the shaper, the packet is then marked as an
PS packet, with VTRS states set into the packet as
follows: (1) rj := P j ; (2) ω̃j,k

1 := âj,k
1 ; and (3) δj,k,

which is computed at edge according to Eq. (3).
Edge Marking for the AS Flows. For an AS flow, it

Fig. 7 Edge node shaping and marking for an PS flow.

Fig. 8 Edge node marking for an AS flow.

only has a sustainable rate requirement ρj as its traffic
profile and any packet exceeding such sustainable rate
will be marked as an BE packet [18]. The edge traffic
conditioning is shown in Fig. 8. Unlike for an GS or an
PS flow, edge shaping is not performed on an AS flow
[18]. The function of the edge conditioner is to examine
(test) whether consecutive packets are properly spaced
according to the sustainable rate ρj . That is,

âj,k+1
1 − âj,k

1 ≥ Lj,k+1

ρj
. (14)

It is crucial that proper care needs to be taken when
implementing (14). In particular, we must ensure that,
in the implementation, the index, k (representing the
kth packet) and arrival time âj,k

1 for the kth packet
is updated in such a way that all the packets marked
as AS satisfy (14). In particular, if the arrival time
of a packet with current index (k + 1)th satisfies this
spacing condition, we will mark such packet as an AS
packet and update the variables k with (k+1) and âj,k

1

with âj,k+1
1 . Otherwise, we will mark this packet as an

BE packet and do not update the variables k and âj,k
1 ,

both of which are maintained at the edge conditioner
(along with the flow’s requested sustainable rate ρj).
Such update mechanism will ensure that consecutively
marked AS packets of flow j satisfy (14) when they
enter the core network.
Edge Marking for the BE Flows. Since there is no
traffic profile and QoS requirements for an BE flow, the
BE packets can enter the network without shaping. The
edge conditioner only needs to set the BE bit pattern in
the packet header and let it directly enter the network
core.

2.2.2 Buffering and Scheduling at Edge and Core
Nodes

The key building block in our node architecture is the
CSVC scheduler, which is discussed in Sect. 2.1. Recall
that CSVC is a work-conserving scheduling algorithm
which services packets in the order of their virtual finish
times. The virtual finish time of packet pj,k is given by
ν̃j,k = ω̃j,k+Lj,k/rj+δj,k. As long as the total reserved
rate of all flows traversing a CSVC scheduler does not
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Fig. 9 A stateless node architecture for integrated support of
the GS, the PS, the AS, and the BE services.

exceed its capacity (i.e.,
∑

j r
j ≤ C), the CSVC sched-

uler can guarantee each flow its reserved rate rj with
a minimum error term Ψ = L∗,max/C, where L∗,max

is the largest packet size among all the flows traversing
the CSVC scheduler.

Figure 9 shows the schematic diagram of our node
architecture. We maintain two separate buffers: one
for the GS and the PS flows†, and the other for the AS
and the BE flows††. Both the GS and the PS traffic is
serviced by the CSVC scheduler, while the AS and the
BE traffic is serviced by the FIFO scheduler. A strict
priority (SP) scheduler is employed between the CSVC
and the FIFO queues.
Scheduling for the GS Traffic. Recall that the kth
packet pj,k of an GS flow j arriving at the ith core
router carries a virtual time stamp ω̃j,k

i , which repre-
sents the arrival time of this packet at the ith core
router in the virtual time. Upon arriving at the CSVC
queue, the virtual finish time of this packet is calculated
by (7). Then this packet is inserted into the CSVC
queue in such a way that the virtual finish time of all
packets are in ascending order — the packet with the
smallest virtual finish time is placed at the front of the
queue and is serviced first.

Upon departure from the CSVC queue of the ith
node, the virtual time stamp of packet pj,k is updated
according to (8).

Note that the above reference (in (7)) (for schedul-
ing) and update (in (8)) require the field for virtual
time stamp to be “touched” twice — once for “read
out,” i.e., calculating virtual finish time, and once for
“written into,” i.e., updating virtual arrival time for
the next hop (also see Fig. 3). A closer look reveals
that these two separate operations are only necessary
for conceptual purpose (under VTRS) and can be, for
all practical purpose, combined (and thus simplified)
into just one operation (by using (8)), which is partic-
ularly significant in actual hardware implementation.
More specifically, since the term (Ψi +πi) is a common
term added into virtual time stamp for all packets at
the ith node (independent of the particular flow), we
can use the final updated virtual arrival time for the
next hop (i.e., ω̃j,k

i+1) directly for insertion (i.e., sorting)
and scheduling in the CSVC queue — thus eliminat-
ing the step of calculating the virtual finish time ν̃j,k

i ,

which is used earlier for insertion and scheduling.
In light of the above observation, the following is

a simplified version of the CSVC scheduling algorithm
in our implementation. Upon the arrival of the kth
packet pj,k of flow j arriving at the CSVC queue of the
ith core router, update the packet’s virtual time stamp
ω̃j,k

i with ω̃j,k
i+1 using (8). Then insert the packet into

its position in the CSVC queue such that all packets
are in increasing order of their virtual time stamp (i.e.,
ω̃j,k

i+1) — the packet carrying the smallest virtual time
stamp being placed at the front of the queue and will
be served first.

As far as the GS traffic is concerned, the lower
priority queue (for the AS and the BE traffic) does not
interfere (or has no effect on) the link access for the
CSVC queue — due to the strict priority scheduling
between the CSVC queue and the FIFO queue, and
the fact that we have considered the error term of the
CSVC scheduler. Denote dj

core the maximum delay of
all packets in GS flow j traversing the network core.
Then dj

core is given by (9), i.e.,

dj
core = h

Lj,max

rj
+

h∑
i=1

L∗,max

Ci
+

h−1∑
i=1

πi. (15)

Denote DP
tot as

DP
tot =

h∑
i=1

L∗,max

Ci
+

h−1∑
i=1

πi. (16)

Note that DP
tot is a path parameter and is independent

of the particular GS flow j traversing this path. Com-
bining (10) and (15), the maximum end-to-end delay,
dj

e2e, for all packets in flow j is then given by

dj
e2e = dj

edge + dj
core

=




P j−rj

rj · σj−Lj,max

P j−ρj + (h+ 1)Lj,max

rj +DP
tot

if ρj ≤ rj < P j ,

(h+ 1)Lj,max

rj +DP
tot

if ρj ≤ P j ≤ rj .
(17)

Observe that the end-to-end delay formula in (17) is
precisely the same as that specified in the IETF IntServ

†We assume that the buffer size for the GS and the PS
are properly provisioned so that no GS or PS packet will be
lost due to buffer overflow.

††Note that under the DiffServ model, the buffer for the
GS and the PS traffic may be mapped to the EF PHB [16]
while the buffer for the AS and the BE may be mapped
to the AF PHB [14]. Since the specific implementations of
EF and AF PHBs are left to the equipment vendors, node
architecture and mechanisms other than the one proposed
in this paper may also be employed.
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GS [22] using the WFQ as the reference model! In
this sense, the CSVC scheduler provides the same ex-
pressive power, in terms of supporting end-to-end delay
guarantee, as a stateful WFQ scheduler, albeit it does
not maintain any reservation or scheduling state in the
router.
Scheduling for the PS Traffic. Recall that under
our architecture, we treat an PS flow the same as an
GS flow (albeit it does not have a delay bound require-
ment). That is, we will provide an PS flow j a reserved
rate equal to its peak rate, i.e., rj = P j , and let it share
the CSVC scheduler with the GS flows in the network
core. Since the ith CSVC is a rate-based scheduler with
an error term L∗,max/Ci, it will guarantee flow j its re-
served rate P j with an error term L∗,max/Ci.

As an extra benefit for using the CSVC for the PS
traffic, each packet of an PS flow j has a guaranteed
delay bound in the network core, i.e.,

dj
core = h

Lj,max

P j
+

h∑
i=1

L∗,max

Ci
+

h−1∑
i=1

πi

= h
Lj,max

P j
+DP

tot. (18)

Combining (13) and (18), the maximum end-to-
end delay, dj

e2e, for all packets in PS flow j is then
given by

dj
e2e = dj

edge + dj
core = (h+ 1)

Lj,max

rj
+DP

tot . (19)

We point out that such an end-to-end delay bound
offered by the CSVC scheduler effectively circumvents
the problem associated with (FIFO) class-based SP
scheduling, where it has been shown [2], [8] that the
delay jitter can be unbounded over a certain utiliza-
tion.
Scheduling and Buffer Management for the AS
and the BE Traffic. For the AS and the BE service,
we employ a simple FIFO queue, which is similar to
that in [18]. The FIFO queue is serviced with a strictly
lower priority than the CSVC queue (see Fig. 9).

To differentiate packets in the FIFO queue, RED
with In and Out (RIO) [9] is employed as the buffer
management mechanism†. RIO retains all the attrac-
tive features of RED [11] and has additional capability
of dropping out-of-profile packets (corresponding to the
BE packets under our architecture) during congestion.

A schematic diagram for the RIO mechanism is de-
picted in Fig. 10. RIO employs two RED algorithms for
dropping packets, one for the in-profile packets (corre-
sponds to the AS) and one for the out-of-profile packets
(corresponds to the BE). By choosing the parameters
for the respective RED algorithms differently, RIO is
able to preferentially drop the BE packets and sup-
port the sustainable rates of the AS flows [9]. To see
how this can be done, we first note that RIO starts
to drop all BE packets when the average queue size

Fig. 10 Buffer management for the AS and the BE traffic with
RIO mechanism.

exceeds Max Out, while the AS packets can still enter
the buffer while the buffer is being drained by the FIFO
scheduler. If (1) we have provisioned enough buffer
size and set the average buffer threshold Min In and
Max In as large as possible; and (2) the link capac-
ity is properly provisioned for the aggregate AS flows
(see Sect. 3.4 on admission control for the AS flows),
we expect that few AS packet will be dropped and the
sustainable rate ρj for an AS flow j will be guaranteed
(within a properly chosen time scale).

3. Control Plane Operations

The previous section presents the network architec-
ture on the data plane based on the VTRS/CSVC. An
attractive feature of the VTRS/CSVC is that it en-
ables the decoupling of QoS control functions from core
routers, which helps to facilitate the design of a central-
ized bandwidth broker (BB) to control and manage re-
sources in a network domain. In this section, we present
control plane operations (in particular, the admission
control procedure) in a BB. We organize this section
as follows. Section 3.1 discusses the advantages of de-
coupling QoS control from core routers, which is made
possible by the VTRS/CSVC. In Sect. 3.2, we give an
overview of a BB. Section 3.3 presents an architectural
design for a BB, in particular, those details pertinent
to admission control procedure. In Sect. 3.4, we present
the admission control procedure for the GS, the PS, and
the AS flows.

3.1 Decoupling QoS Control from Data Plane

In the IETF DiffServ framework, a centralized model
based on the notion of BB [18] has been proposed for
the control and management of QoS provisioning. Un-
der this centralized model, each network domain has a
BB (a special network server) that is responsible for
maintaining the network QoS states and performing
various QoS control and management functions such as
admission control, resource reservation and provision-
ing for the entire network domain. Issues in designing

†We refer interested readers to [13], [15] for more back-
ground on various buffer management mechanisms for the
Internet.
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and building such a centralized BB architecture have
been investigated in several recent studies [1], [24].

In this section, we present the control plane op-
erations performed by a BB for the integrated trans-
port of the GS, the PS, the AS and the BE services†.
This BB architecture relies on the VTRS to provide an
QoS abstraction of the data plane. Each router in the
network domain employs our node architecture (Fig. 9)
at each of its output port, where the CSVC scheduler
can be characterized by an error term (Ψ = L∗,max/C)
under the VTRS. The novelty of our BB lies in that
all QoS reservation and other QoS control state infor-
mation (e.g., the amount of bandwidth reserved at a
core router) is removed from core routers, and is solely
maintained at and managed by the BB. In support-
ing the GS, the PS, the AS, and the BE services in a
network domain, core routers perform no QoS control
and management functions such as admission control,
but only data plane functions such as packet schedul-
ing and forwarding. In other words, the data plane of
the network domain is decoupled from the QoS control
plane. Despite the fact that all the QoS reservation
states are removed from core routers and maintained
solely at the BB, the proposed BB architecture is capa-
ble of supporting the GS with the same QoS granularity
and expressive power as the IntServ/GS model. More
important, this is achieved without the potential com-
plexity and scalability problems of the IntServ model.
Some Advantages of Decoupling. Because of this
decoupling of data plane and QoS control plane, our
BB architecture is appealing in several aspects. First
of all, by maintaining QoS reservation states only in
the BB††, core routers are relieved of QoS control func-
tions such as admission control, making them poten-
tially more efficient. Second, and perhaps more im-
portant, an QoS control plane that is decoupled from
the data plane allows a network service provider to
introduce new services without necessarily requiring
software/hardware upgrades at core routers. In other
words, it enables network services to evolve (more or
less) independently from the underlying network in-
frastructure (data plane). Third, with QoS reservation
states maintained by a BB, it can perform sophisticated
(and thus powerful) QoS provisioning and admission
control algorithms to optimize network utilization in a
network-wide fashion. Such network-wide optimization
is difficult, if not impossible, under the conventional
hop-by-hop reservation set-up approach, where each
core router makes its own admission control decisions
based on local QoS information. Furthermore, because
the network QoS states are centrally managed by the
BB, the problems of unreliable or inconsistent control
states [23] are effectively circumvented. This is in con-
trast to the IETF IntServ QoS control model based on
RSVP [5], [26], where every router participates in hop-
by-hop signaling for reserving resources and maintains
its own QoS state database. Last but not the least, un-

der our approach, the reliability, robustness and scal-
ability issues of QoS control plane (i.e., the BB archi-
tecture) can be addressed separately from, and without
incurring additional complexity to, the data plane†††.

As an example to illustrate the flexibility that is
made possible through the decoupling of QoS control
from core routers. We show how various link sharing
policy [12] can be easily implemented within a network
domain, without incurring any hardware/software up-
grades at core routers — only the policy software mod-
ule in the BB needs to be changed/upgraded. We con-
sider the following link sharing policies for the GS, the
PS, the AS, and the BE services, one of which (i.e., Pol-
icy A) will be used in our simulation study in Sect. 5.

Policy A: Static Link Sharing Under this policy,
the GS, the PS, and the AS each is limited to a
fixed maximum percentage of link capacity, e.g.,
10% for the GS, 20% for the PS, and 30% for the
AS. That is, the GS, the PS, the AS cannot exceed
its maximum capacity allocation on a link; any re-
maining capacity can be used by the BE traffic.

Policy B: Dynamic Link Sharing Under this pol-
icy, none of the services is limited to a fixed per-
centage of link capacity. Instead, the link capacity
is completely shared by all four services, as long
as the aggregate reserved rates for the GS, the PS,
and the AS flows do not exceed the link’s capacity.

Policy C: Hybrid Link Sharing This policy falls
between policy A and policy B, both of which may
be considered extreme cases of link sharing for the
GS, the PS, the AS, and the BE services. Under
policy C, the GS, the PS, and the AS each is guar-
anteed a certain percentage to share link capacity
(similar to that under policy A), e.g., 10% for the
GS, 10% for the PS, and 20% for the AS. The re-
maining capacity can be completely shared by all
four types of services (similar to that under policy
B), as long as the aggregate required rates for the
GS, the PS, and the AS flows do not exceed the
link’s remaining shared capacity pool.

We do not want to make any comment here on
which link sharing policy is better than the other —
such matter is a network management policy issue and
should be left to the network provider. The point that
we want to stress is that, due to the decoupling of
QoS control from core routers, policy issues such as
link sharing can be easily set up and changed (if nec-

†Since the BE service does not have any specific QoS
requirements, such flows do not go through a BB for call
processing. Instead, the BE traffic can freely enter the net-
work, just as the case under today’s Internet.

††For simplicity, we assume that there is a single central-
ized BB for a network domain. In practice, there can be
multiple BBs for a network domain to improve reliability
and scalability [28].

†††In [28], we address the issue of scalable design of BBs.
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Fig. 11 Illustration of a bandwidth broker (BB) and its
operation in a VTRS network domain.

essary) solely at the BB, and without incurring any
hardware/software upgrade on any core router on the
data plane. This is in contrast with the hop-by-hop
approach, where any link sharing policy change would
require physical re-configuration of hardware/software
on all relevant core routers (on the data plane), e.g.,
the weights in class-based (CBQ) WFQ schedulers.

3.2 Bandwidth Broker: An Architectural Overview

As the basis for our study, we first give an overview of
the basic centralized BB architectural model and de-
scribe how admission control is performed under such
a model, thus, setting the stage for the rest of this sec-
tion.

The basic centralized BB model is schematically
depicted in Fig. 11. In this architectural model, the
BB centrally manages and maintains a number of man-
agement information (data)bases (MIBs) regarding the
network domain. As shown in Fig. 11, the BB con-
sists of several modules such as admission control, QoS
routing, and policy control. In this paper, we will fo-
cus primarily on the admission control module. The
BB also maintains a number of management informa-
tion (data)bases (MIB) for the purpose of QoS control
and management of the network domain. For example,
the topology information base contains topology infor-
mation that the BB uses for route selection and other
management and operation purposes; the policy infor-
mation base contains policies (e.g., link sharing policy)
and other administrative regulations of the network do-
main. Among them, the network topology database
and network QoS state databases are most relevant to
admission control. The network topology database and
network QoS state databases together provide a logical
representation (i.e., an QoS abstraction) of the network
domain and its entire states. With this QoS abstraction
of the network domain, the BB performs QoS control
functions by managing and updating these databases.
In this sense, the QoS control plane of the network do-

main is decoupled from its data plane. The core routers
of the network domain are removed from the QoS con-
trol plane: core routers do not maintain any QoS reser-
vation state, whether per-flow or aggregate, and do not
perform any QoS control function such as admission
control.

In our BB model, the network QoS states are rep-
resented at two levels: link-level and path-level. The
link QoS state database maintains information regard-
ing the QoS states of each link in the network domain,
such as the total reserved bandwidth or the available
bandwidth of the link. The path QoS state database
maintains the QoS state information regarding each
path of the network domain, which is extracted and
“summarized” from the link QoS states of the links of
the path. An example of the path QoS state is the
available bandwidth along a path, which is the mini-
mal available bandwidth among all its links. By main-
taining a separate path-level QoS state, the BB can
conduct fast admissibility test for flows routed along
the path. Furthermore, path-wise resource optimiza-
tion can also be performed based on the (summarized)
path QoS state. Lastly, we note that both the link QoS
states and path QoS states are aggregate QoS states
regarding the links and paths. No per-flow QoS states
are maintained in either of the two QoS databases —
the QoS and other control state information regard-
ing each flow such as its QoS requirement and reserved
bandwidth is maintained in a separate flow information
database managed by the BB.

We briefly discuss the basic operations of the BB,
in particular, those pertinent to the admission control
module. The details of the admission control procedure
will be given in later part of this section. For illus-
tration purpose, we use an GS flow, which is the most
sophisticated among all the services.

When a new GS flow j with traffic profile
(σj , ρj , P j , Lj,max) and end-to-end delay requirement
Dj,req arrives at an ingress router. The ingress router
sends a new flow service request message to the BB (us-
ing, e.g., COPS [4]). Upon receiving the service request,
the BB first checks for policy and other administrative
information bases to determine whether the new flow is
admissible. If not, the request is immediately rejected.
Otherwise, the BB selects a path† (from the ingress to
an appropriate egress router in the network domain) for
the new flow, based on the network topology informa-
tion and the current network QoS state information, in

†If necessary, a new path may be set up dynamically.
The problem of QoS routing, i.e., finding an “optimal” path
for the flow can be handled relatively easily under our BB
architecture. Since it is beyond the scope of this paper, we
will not discuss it here. As an aside, our BB architecture
can also accommodate advance QoS reservation in a fairly
straightforward fashion, thanks to decoupling of the QoS
control plane and data plane and the centralized network
QoS state information bases.
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addition to other relevant information (such as policy
constraints applicable to this flow). Once the path is
selected, the BB will invoke the admission control mod-
ule to determine if the new flow can be admitted. The
details of admission control procedure for each type of
services will be given in Sect. 3.4. Generally speaking,
the admission control procedure consists of two phases:
(1) admission control test phase during which it is de-
termined whether the new flow service request can be
accommodated and how much network resources must
be reserved if it can be accommodated; and (2) book-
keeping phase during which the relevant information
bases such as the flow information base, path QoS state
information base and node QoS state information base
will be updated, if the flow is admitted. If the admis-
sion control test fails, the new flow service request will
be rejected, no information bases will be updated. In ei-
ther case, the BB will inform the ingress of the decision.
In the case that the new flow service request is granted,
the BB will also pass the QoS reservation information
(e.g., reserved rate rj for the GS flow) to the ingress
router so that it can set up a new or re-configure an
existing edge conditioner (which is assumed to be co-
located at the ingress router) for the new flow. The
edge conditioner will appropriately initialize and insert
the packet states into packets of the new flow once it
starts to send packets into the network. When an ex-
isting flow departs the network, relevant QoS control
states and MIBs should also be updated.

3.3 Management Information Bases

In this subsection, we describe in detail the MIBs that
will be used by the admission control module, and set
the stage for our discussion on admission control pro-
cedure in the subsequent subsection.
Flow Information Base. This MIB contains infor-
mation regarding individual flows such as service type
(e.g., GS, PS, and AS), flow id., traffic profile (e.g.,
(σj , ρj , P j , Lj,max) for GS, P j for PS, ρj for AS), ser-
vice profile (e.g., end-to-end delay requirement Dj,req

for the GS, peak rate requirement P j for the PS, and
sustainable rate requirement ρj for the AS), route id.
(which identifies the path that a flow j traverses in the
network domain) and QoS reservation (rj in the case
of the GS, P j for the PS, and ρj for the AS) associated
with each flow. Other administrative (e.g., accounting
and billing) information pertinent to a flow may also
be maintained here.
Network QoS State Information Bases. These
MIBs maintain the QoS states of the network domain,
and thus are the key to the QoS control and manage-
ment of the network domain. Under our BB architec-
ture, the network QoS state information is represented
in two-levels using two separate MIBs: path QoS state
information base and link QoS state information base.
These two MIBs are presented in detail below.

Path QoS state information base maintains a set
of paths (each with a route id.) between various
ingress and egress routers of the network domain.
These paths can be pre-configured or dynamically
set up†. Associated with each path are certain
static parameters characterizing the path and dy-
namic QoS state information regarding the path.
Examples of static parameters associated with a
path P are the number of hops h on P, sum of the
router error terms of all the CSVC schedulers and
propagation delay along P, DP

tot (see (16)), and
the maximum permissible packet size (i.e., MTU)
LP,max. The dynamic QoS state information as-
sociated with P include, among others, the set of
flows traversing P (i.e., the GS, the PS, and the
AS flows) and a number of QoS state parameters
regarding the (current) QoS reservation status of
P such as the minimal remaining (residual) band-
width along P for each type of services, i.e., CGS

P,res

for the GS, CPS
P,res for the PS, and CAS

P,res for the
AS.

Link QoS state information base maintains infor-
mation regarding the router links in the network
domain. Associated with each router link is a
set of static parameters characterizing the router
and a set of dynamic parameters representing the
router’s current QoS states. Examples of static pa-
rameters associated with a router link are its error
term(s) Ψ = L∗,max/C, propagation delays to its
next-hop routers π’s, configured total bandwidth
and buffer size. The dynamic router QoS state pa-
rameter includes the current residual bandwidth
and buffer size at the link for each type of services.

3.4 Admission Control

We present a path-oriented approach to perform effi-
cient admission control test and resource allocation.
Unlike the conventional hop-by-hop approach which
performs admission control individually based on the
local QoS state at each router along a path, this path-
oriented approach examines the resource constraints
along the entire path simultaneously, and makes admis-
sion control decision accordingly. As a result, we can
significantly reduce the time of conducting admission
control test. Clearly, such a path-oriented approach is

†Note that during the process of a path set-up, no admis-
sion control test is administered. The major function of the
path set-up process is to configure forwarding tables of the
routers along the path, and if necessary, provision certain
scheduling/queue management parameters at the routers,
depending on the scheduling and queue management mech-
anisms deployed. Hence we refer to such a path a traÆc
engineered (TE) path. Set-up of such an TE path can be
done by using a path set-up signaling protocol, say, MPLS
[7], [21], or a simplified version (minus resource reservation)
of RSVP.
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possible because the availability of QoS state informa-
tion of the entire path at the BB.

For the rest of this subsection, we give details on
admission control for the GS, the PS, and the AS flows.
For the ease of exposition, we employ static link sharing
policy discussed earlier. That is,

µGS
i + µPS

i + µAS
i < 1, (20)

where µGS
i , µPS

i , and µAS
i are fixed maximum allowed

percentage share on the ith link for the GS, the PS,
and the AS, respectively. Note that there is no fixed
allocation for the BE flows since they are not subject
to admission control and can freely enter the network
and share any remaining network bandwidth.
Admission Control for the GS Flows. As far as the
GS flows are concerned, they are served by a network
of CSVC schedulers — since each CSVC queue in our
node architecture (Fig. 9) is given strict priority (SP)
over the other FIFO queue. Let j ∈ FGS

i denote that
an GS flow j currently traverses the ith node and CGS

i

be the total bandwidth at ith node allocated to the GS
flow, i.e., CGS

i = µGS
i Ci. Then as long as

∑
j∈FGS

i
rj ≤

CGS
i , the ith node can guarantee each GS flow j its

reserved bandwidth rj . We use CGS
i,res to denote the

residual bandwidth at the ith node for the GS flows,
i.e., CGS

i,res = CGS
i −

∑
j∈FGS

i
rj . We consider the two

phases of the admission control procedure.
1. Admission Test. Let (σν , ρν , P ν , Lν,max) be the traf-
fic profile of a new GS flow ν, and Dν,req be its end-to-
end delay requirement. Let h be the number of hops
along P, the path for the new flow. From (17), in order
to meet its end-to-end delay requirement Dν,req, the re-
served rate rν for the new flow ν must satisfy the delay
constraint dν

e2e ≤ Dν,req. That is,

Dν,req ≥ dν
e2e

=




P ν−rν

rν · σν−Lν,max

P ν−ρν + (h+ 1)Lν,max

rν +DP
tot

if ρν ≤ rν < P ν ,

(h+ 1)Lν,max

rν +DP
tot if ρν ≤ P ν ≤ rν .

(21)

Let rν
∗ be the smallest rν that satisfies (21) and recall

that T ν = (σν − Lν,max)/(P ν − ρν) (see (11)). Then
we have

rν
∗ =




T νP ν+(h+1)Lν,max

Dν,req−DP
tot+T ν if ρν ≤ rν

∗ < P ν ,

(h+1)Lν,max

Dν,req−DP
tot

if ρν ≤ P ν ≤ rν
∗ .

(22)

If the above solution for rν
∗ exist, then we have a feasible

reserved rate requirement to satisfy the flow’s end-to-
end delay requirement in (21). Otherwise, the flow is
not admissible on this path.

Figure 12 outlines the procedure to calculate the

0. Upon the arrival of a new flow ν on path P requesting
1. GS:
2. Flow ν’s traffic profile: (σν , ρν , P ν , Lν,max);
3. Delay requirement: Dν,req ;
4. Path P: h hops.
5. if DP

tot ≥ Dν,req

6. /* no feasible rν
∗ exist */

7. End.
8. else /* DP

tot < Dν,req , feasible rν
∗ exists */

9. T ν = σν−Lν,max

P ν−ρν ;

10. rν
∗ =

T νP ν+(h+1)Lν,max

Dν,req−DP
tot

+T ν ;

11. if ρν ≤ rν
∗ < P ν

12. return rν
∗ ;

13. else /* rν
∗ ≥ P ν */

14. rν
∗ =

(h+1)Lν,max

Dν,req−DP
tot

;

15. return rν
∗ ;

16. End.

Fig. 12 Computation of the reservation rate for a new flow for
GS.

reservation rate rν
∗ for a new flow ν requesting GS. Ac-

cording to Fig. 12, we first check whether the path pa-
rameter DP

tot is greater than or equal to the delay re-
quirement Dν,req. If this is true, then no feasible reser-
vation rate rν

∗ exist. If DP
tot is less than Dν,req, we first

try to use the upper formula in (22) to calculate rν
∗

(lines 9 to 12 in Fig. 12). If such rν
∗ can be found, we

are done; otherwise, we will use the lower formula in
(22) (line 14 in Fig. 12) to calculate rν

∗ .
Next, we examine if the path has sufficient re-

maining bandwidth to accommodate this new rate re-
quest. That is, rν

∗ must not exceed the minimal resid-
ual bandwidth CGS

P,res along path P for the GS, where
CGS

P,res = mini∈P C
GS
i,res is maintained (as a path QoS

parameter associated with P) in the path QoS state
MIB. If this condition cannot be satisfied, the service
request of the new flow ν must be rejected. Other-
wise, it is admissible, and rν

∗ is the minimum feasible
reserved rate for the new flow ν. Given that the path
QoS parameters DP

tot and CP
res associated with P are

maintained in the path QoS state MIB, the above ad-
mission test can be done in O(1).
2. Bookkeeping. If the new GS flow ν is admitted into
the network, several MIBs (e.g., the flow MIB, the path
and link QoS state MIBs) must be updated. The flow
id., traffic profile and service profile of the new flow
will be inserted into the flow MIB. The minimal resid-
ual bandwidth CGS

P,res will be subtracted by rν , the re-
served rate for the new GS flow ν. Similarly, for each
link i along P, its residual bandwidth CGS

i,res will also be
subtracted by rν . Furthermore, for any path P ′ that
traverses Si, i ∈ P, its minimal residual bandwidth
CP′,GS

res may also be updated, depending on whether
the update of CGS

i,res changes CGS
P′,res. Provided that a

powerful (and perhaps, parallel) database system is em-
ployed, these database update operations can be per-
formed in very short time. Note that when an existing
flow departs the network, the relevant MIBs should also
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be updated.
Admission Control for the PS Flows. The admis-
sion control for the PS flows is simpler than that for the
GS flows since a new PS flow ν can explicitly submit
a reserved rate requirement, i.e., its peak rate require-
ment P ν . Thus, in contrary to the case for a new GS
flow, no calculation of the reserved rate is needed for a
new PS flow request. Similar to admission control for
the GS flows, a path-oriented approach can be applied
to a new PS flow.
1. Admission Test. Let peak rate P ν be the traffic pro-
file of a new PS flow ν. To admit the new PS flow ν, P ν

must not exceed the minimal residual bandwidth CPS
P,res

along path P for PS, where CPS
P,res = mini∈P C

PS
i,res is

maintained (as a path QoS parameter associated with
P) in the path QoS state MIB. If this condition cannot
be satisfied, the service request of the new PS flow ν
must be rejected. Otherwise, it is admissible, and P ν

will be the reserved rate for the new flow ν.
2. Bookkeeping. If the new flow ν is admitted into the
network, several MIBs (e.g., the flow MIB, the path
and link QoS state MIBs) must be updated. Such op-
erations are very similar to that for the GS flows.
Admission Control for the AS Flows. The admis-
sion control for an AS flow is very similar to that for
an PS flow, except that the traffic profile and service
profile for a new AS flow ν is its sustainable rate ρν .
Due to paper length limitation, we omit to discuss it
further.

4. Discussions

In this section, we discuss the performance and com-
plexity of our architecture.

4.1 Performance

Under our architecture, core routers of the network
domain are relieved from the QoS control functions:
core routers do not maintain any QoS reservation state,
whether per-flow or aggregate. Therefore, our core net-
work is core-stateless and fulfills our second design re-
quirement — scalability.

Since our network architecture builds upon the
VTRS, which is capable of providing an QoS abstrac-
tion of the network domain, we can use a centralized
BB to perform QoS control functions by managing and
updating relevant databases. Therefore, the QoS con-
trol plane of the network domain is decoupled from
its data plane. Furthermore, any new policy or ser-
vice can be introduced solely by appropriate software
installation/update in the BB, without incurring any
hardware/software re-configuration on the core routers.
Therefore, our architecture meets our third design re-
quirement — decoupling QoS control from core routers
for flexible resource allocation and QoS provisioning.

Now we show that our architecture also meets our

first design requirement — integrated transport of the
GS, the PS, the AS, and the BE services with QoS guar-
antees for each service. The following corollary summa-
rizes the behavior of admitted GS and PS flows under
our node architecture.

Corollary 1.1: An VTRS network domain where
each core routers employing our node architecture
(Fig. 9) provides guaranteed rate and end-to-end de-
lay to each admitted GS and PS flows, respectively. In
particular, we have: (1) For an admitted GS flow j, the
end-to-end delay of each packet is bounded by (17); and
(2) For an admitted PS flow j, its peak rate P j is guar-
anteed. Moreover, the end-to-end delay of each packet
of the admitted PS flow j is bounded by (19).

Proof: As far as an admitted GS or PS flow is con-
cerned, it is served by a network of CSVC schedulers.
The lower priority queue for the AS and the BE traffic
does not interfere (or has no effect on) the link access
for the CSVC scheduler. Given the fact that we have
considered the error term of the CSVC scheduler, the
corollary then follows from Theorem 1. ✷

Now we examine the performance for the AS and
the BE flows. Note that at node i, although the AS and
the BE share the same FIFO queue, which is served
with a strictly lower priority than the CSVC queue,
the rate allocated to the FIFO queue is at least (Ci −
CGS

i − CPS
i ), which is strictly greater than CAS

i , the
allocated rate to the AS flows (see (20)). Now we show
how the RIO mechanism can provide each AS flow j its
sustainable rate ρj . Suppose we have sufficient buffer
size so that we can set the average buffer thresholds
for the AS (i.e., Min In and Max In) reasonably large
and average buffer thresholds for the BE (i.e., Min Out
and Max Out) reasonably small (see Fig. 10). Then all
of the BE packets will be dropped if the average buffer
occupancy (aggregated traffic of the AS and the BE)
exceeds Max Out. Once the average buffer occupancy
reaches or exceeds this point, any BE traffic will cease
to enter the buffer (until the average buffer occupancy
decreases below Max Out) — but the AS packets can
still enter the buffer while the buffer is being drained
by the FIFO scheduler, with a rate of at least (Ci −
CGS

i −CPS
i ), which is greater than CAS

i . Therefore, the
sustainable rate for each AS can be guaranteed within
a certain time scale.

4.2 Complexity

We first discuss implementation complexity on the
data plane. A crucial question on implementing the
VTRS/CSVC is the overhead of packet state encoding.
The packet state contains three parameters: (1) packet
virtual time stamp ω̃j,k, (2) reserved rate rj , and (3)
virtual time adjustment term δj,k. There are several
options that we can use to encode the packet state: us-
ing an IP option, using an MPLS label, using the IP
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fragment offset field. Issues on efficient packet state
encoding will be investigated in our future work.

Another complexity associated with the VTRS/
CSVC is per-packet processing† at core routers: (1)
packet state lookup, (2) virtual time stamp update (for
the next hop), and (3) insertion (i.e., sorting) into the
CSVC queue. The last operation, i.e., packet insertion
(i.e., sorting) in the CSVC queue, is perhaps the most
complex step in hardware implementation. We believe
that it is possible to reduce the complexity associated
with sorting by using a notion of slotted virtual time.
Such simplified implementation is similar to the rota-
tion priority queue introduced by Liebeherr and Wrege
[17], which is a trade-off between performance (delay
bound) and implementation complexity (sorting).

We now discuss complexity associated with the BB
on the control plane. There are several aspects regard-
ing scalability that need to be addressed: (1) link/path
QoS control states updates after either admitting a new
GS/PS/AS flow or the departure of an existing flow;
(2) the size of flow information base used to maintain
each flow’s traffic profile and service profile; and (3) the
potential bottleneck between the BB’s input/output in-
terface and flow requests sent from all the edge routers.
To address these issues, a path-oriented and quota-based
approach (or “PoQ” for short) has been proposed [28].
It has been shown [28] that such PoQ approach can be
used to design multiple and hierarchical BB architec-
ture, under which all the issues raised above regarding
scalability and reliability of a centralized BB can be
satisfactorily resolved. Since the focus of this paper is
on the performance of data plane for scalable and inte-
grated support of the GS, the PS, the AS, and the BE
traffic, we will not elaborate further on scalable design
of the BBs. But we stress that, due to the decoupling
of data plane and control plane, which is made possible
by the VTRS, issues related to the design of BBs can
be addressed separately from, and without incurring
additional complexity to, the data plane.

5. Simulation Investigation

In this section, we conduct simulations to investigate
the performance of the integrated framework for sup-
porting diverse service guarantees. The focus of this
simulation study is twofold: (1) the effectiveness of the
proposed node architecture in satisfying different user
requirements; and (2) the efficacy of the BB in con-
trolling the network load for traffic requiring different
service guarantees.

5.1 Simulation Settings

The network topologies that we will use for the simu-
lations are depicted in Figs. 13, 14, and 15, which are
referred to as the peer-to-peer, parking-lot, and chain
network, respectively. In these networks, a node la-

Fig. 13 A peer-to-peer network.

Fig. 14 A parking-lot network.

Fig. 15 A chain network.

beled with Ii denotes an ingress edge router i, Cj a core
router j, Ek an egress edge router k, and Gn an end
host group n††. Flows generated from a source node
group Gn (S) will be destined to the destination node
group Gn (D), traversing the shortest path from the
source node to the destination node.

Each ingress edge router (Ii) contains two func-
tionality blocks: an edge conditioner (see Sect. 2.2.1)
and the node architecture in Fig. 9. On the other hand,
each core router (Cj) employs only the node architec-
ture in Fig. 9.

For all network configurations, the capacity of the
links between an end host and an edge (either an ingress
or egress) router is assumed to be infinite and the prop-
agation delay is negligible. In the peer-to-peer network,

†Such complexity comes from the fact that, in order to
achieve scalability, we are making a trade-off between time
(i.e., per-packet processing) and space (i.e., per-flow reser-
vation state and per-flow scheduling state maintained at a
core router as in the case of WFQ scheduling).

††Under the peer-to-peer network, we only have one
group of flows (i.e., n = 1) traversing G1(S) to G1(D),
whereas under the parking-lot or chain network, there are
multiple groups of flows traversing different paths of the
respective network.
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Table 1 Traffic patterns for a flow used in the simulation study.

Traffic Traffic Bucket depth (σ) Mean rate (ρ) Peak rate (P ) Mean on time Mean off time Packet size Window size
name type in bit (b) (kb/s) (kb/s) in seconds in seconds in byte (B) (packets)

exp1 UDP/EXP 1536 16 64 0.25 0.75 96 –
exp2 UDP/EXP 20480 128 512 0.25 0.75 512 –
exp3 UDP/EXP – 16 64 0.25 0.75 96 –
exp4 UDP/EXP – 128 512 0.25 0.75 512 –
ftp TCP/FTP – – – – – 1024 50

the propagation delay of the link between I1 and E1 is
10ms. While in the parking-lot and chain networks,
all the links between routers have a propagation delay
equal to 5ms. We will specify the capacity of the links
between the routers when we present the simulation
results.

We assume that the CSVC queue in the node
(Fig. 9) has infinite buffer size (i.e., it will never drop
packets). On the other hand, the maximum buffer size
of the low priority RIO queue is set to 100 packets.
For the RIO queue, the buffer configuration for the
in-profile AS traffic is (40, 70, 0.02), i.e., the min-
imum buffer threshold (Min In) is 40 packets, the
maximum buffer threshold (Max In) is 70 packets,
and the maximum dropping probability (MaxP In)
is 2%. Meanwhile, the buffer configuration for the
out-of-profile traffic is (10, 30, 0.5), i.e., the minimum
buffer threshold (Min Out) is 10 packets, the maxi-
mum buffer threshold (Max Out) is 30 packets, and the
maximum dropping probability (MaxP Out) is 50%.
The weight parameter (q weight) [9] used for estimat-
ing the average queue lengths is set to 0.02.

The traffic patterns used for the flows in our sim-
ulations are listed in Table 1. The fields marked as
“–” means that it is not applicable to the correspond-
ing traffic type. As shown in the table, the exponential
on-off traffic types exp1 and exp2 are token bucket con-
strained, while exp3 and exp4 are not. For the traffic
type ftp, the TCP version is Reno, and there is infinite
traffic to be sent, i.e., persistent source. As shown in
Fig. 4, if a flow requests GS, then a dual-token bucket
regulator is attached to the traffic source to ensure
that the traffic conforms to the (σ, ρ, P, Lmax) traffic
envelop. There is an infinite buffer at the entrance
of the dual-token bucket regulator to hold the out-
of-constraint traffic of the flow, i.e., out-of-constraint
packets from the source is shaped instead of being
dropped.

5.2 Simulation Results

We present simulation results as follows.

5.2.1 Data Plane

In this first set of simulations, we will examine the ef-
fectiveness of the proposed node architecture. The per-
formance metrics that are of interest are the end-to-end
packet delay, traffic throughput, and packet loss rate.

In this set of simulations, the capacity of the
links between edge (ingress or egress) routers and core
routers, and the links between core routers is 10Mb/s
in all three network configurations. We employ static
link sharing policy and set the targeted traffic load on
a link for each service type (either GS, PS, or AS) to
be 30%, i.e., µGS

i = µPS
i = µAS

i = 0.3 for link i. The
simulated time is 200 seconds, of which the first 100
seconds are the simulation warm-up period.

To examine the key properties of the proposed
node architecture, flows with a traffic profile and ser-
vice requirement will be generated randomly between
the time interval [0, 1] seconds from a source node group
Gn (S) to a destination group Gn (D), and once admit-
ted by the BB, they will never terminate, i.e., they have
infinite holding time. Such long holding time of a flow
will provide us a steady period where various packet
level statistics (e.g., per-packet delay, flow throughput,
and packet loss rate) can be collected and analyzed†.

For the BE traffic, we only activate four ftp flows
randomly within the time interval [0, 0.5] seconds from
the source node group G1(S) to the destination group
G1(D); while between other source and destination
groups (in the case of parking-lot and chain network
configurations), two BE ftp flows are randomly acti-
vated within the time interval [0, 0.5] seconds.

To demonstrate packet-level QoS performance for
a flow with a particular traffic profile and service re-
quirement, we focus on the admitted flows traversing
the path G1(S) to G1(D), and purposely choose only
12 flows among all the admitted flows along this path
to present our simulation results. These 12 flows are
listed in Table 2 and represent traffic profile and ser-
vice profile of all four types of services of our interest.
In particular, flows 1 to 8 require a particular service
guarantee while flows 9 to 12 are BE ftp traffic, which
do not require any service guarantee.

For a flow requesting GS, the BB will use the al-
gorithm in Fig. 12 to calculate the reservation rate. As
an example, in the parking-lot network, flow 1 (see Ta-
ble 2), which traverses the path from G1(S) to G1(D)
and has a delay requirement of 120ms, we obtain a
reservation rate of 50.926Kb/s with Fig. 12.

Figure 16(a) shows the end-to-end packet delays
of flows 1 and 2, which request GS in the peer-to-peer

†In the next subsection, when we investigate the perfor-
mance of the BB for controlling the network load for each
type of service, we will use shorter flow holding time so as
to generate dynamics on the flow level.
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Table 2 Traffic profiles and service requirements of the 12 flows chosen on the path
traversing G1(S) to G1(D) in the simulations.

Flow id. 1 2 3 4 5 6 7 8 9 – 12

Required service GS GS PS PS AS AS AS AS BE
Traffic profile exp1 exp2 exp3 exp4 exp3 exp4 exp1 exp2 ftp
For GS, end-to-end peer-to-peer 100 100 – – – – – – –
delay bound parking-lot 120 120 – – – – – – –
requirement (ms) chain 120 120 – – – – – – –

Fig. 16 End-to-end packet delays of the GS/PS flows on the
path traversing G1(s) to G1(D) in the peer-to-peer network.

network. Comparing the end-to-end delay requirement
listed in Table 2 (100ms), we observe that the delay
requirements of both flows are satisfied. Figure 16(b)
presents the end-to-end packet delays for the two PS
flows 3 and 4 in the same simulation. Recall that one of
the objectives of the PS is to achieve a relatively small
packet queueing delay throughout the network domain.
From Fig. 16(b), we see that the traffic of the PS flows
experiences almost constant delay, with almost no jit-
ter! It is interesting to note that even though both GS
and PS traffic share the same high priority queue, the
end-to-end packet delay jitter of GS traffic is relatively
higher than that of the PS traffic. A close examina-
tion reveals that the larger delay jitter of the GS traffic
comes from the more conservative traffic shaping at the
network edge (see (10)). That is, the GS traffic is re-
leased into the network according to the reserved rate
of the flow, while PS traffic is released according to its
peak rate. Therefore, a relatively longer packet queue

Fig. 17 End-to-end packet delays of the GS/PS flows on the
path traversing G1(s) to G1(D) in the parking-lot network.

can accumulate at the edge conditioner for an GS flow.
The same observations on the end-to-end packet

delays hold for the simulations with the parking-lot
and chain network configurations, each of which are
presented in Figs. 17 and 18, respectively.

So far we have confirmed that the end-to-end delay
requirements for the GS and PS are satisfied. Next, we
investigate the traffic throughput and packet loss rate
of the 12 flows during the same simulation run under
the three network configurations.

Table 3 presents the corresponding data with the
peer-to-peer network for the simulation run (i.e., 100 s
– 200 s). As expected, there is no packet lost in both
GS and PS flows. Therefore, we omit to list the packet
loss ratio (0) for the GS and the PS flows in the table.
From the table, we see that our framework provides
the protection for the GS, the PS, and the AS traffic
from the burst of the BE ftp traffic, therefore, achieving
some degree of rate guarantees. Note that flows 5 and
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Fig. 18 End-to-end packet delays of the GS/PS flows on the
path traversing G1(s) to G1(D) in the chain network.

6 are burst traffic, which are more aggressive than the
token bucket constrained flows 7 and 8. That is, in
flows 5 and 6, there are considerable packets marked as
BE traffic at the network edge because of their bursty
behavior; while in flows 7 and 8, few packets are marked
as BE traffic. Therefore, flows 5 and 6 have a higher
dropping rate than flows 7 and 8. It is worth noting
that all the dropped packets in flows 5 and 6 are out-
of-profile, therefore marked as BE packets. Thus, by
properly configuring the RIO, we can indeed protect the
in-profile AS packets from both out-of-profile (although
they are within the same AS flow, they are actually
marked as BE traffic) and BE ftp traffic.

In Table 3, flows 9 to 12 are BE flows. We see
that these BE flows have a similar packet dropping rate.
Moreover, their throughput are reasonably close to each
other. Thus, we conclude that the residual bandwidth
of the link is distributed among the BE ftp flows in a
relatively fair manner, which is achieved by the random
early dropping property of the RED buffer management
mechanism.

Again, the same observations on the traffic
throughput and packet loss rate hold for the simulations
with the parking-lot and chain network configurations,
which are listed in Tables 4 and 5, respectively.

Table 3 Flow throughput (kb/s) and packet loss rates for the 12 flows chosen from the
path traversing G1(S) to G1(D) in the peer-to-peer network.

GS/PS AS BE
Flow id. Throughput Flow id. Throughput Loss rate Flow id. Throughput Loss rate

1 14.29 5 14.08 2.7% 9 792.66 5.1%

2 128 6 112.07 2.6% 10 858.60 4.5%
3 22.80 7 16 0 11 845 4.8%
4 124.48 8 108.34 0 12 825.92 4.8%

Table 4 Flow throughput (kb/s) and packet loss rates for the 12 flows chosen from the
path traversing G1(S) to G1(D) in the parking-lot network.

GS/PS AS BE
Flow id. Throughput Flow id. Throughput Loss rate Flow id. Throughput Loss rate

1 13.66 5 15.58 5.2% 9 314.49 7.0%
2 115.92 6 120.3 4.0% 10 293.68 7.1%
3 13.26 7 16 0 11 306.3 6.7%
4 122.47 8 119.6 0 12 310.07 7.0%

Table 5 Flow throughput (kb/s) and packet loss rates for the 12 flows chosen from the
path traversing G1(S) to G1(D) in the chain network.

GS/PS AS BE
Flow id. Throughput Flow id. Throughput Loss rate Flow id. Throughput Loss rate

1 16 5 15.74 4.6% 9 335.63 5.7%
2 103.92 6 107.27 4.3% 10 334.4 6.5%
3 14.78 7 14.45 0 11 355.29 6.0%
4 124.15 8 119.44 0 12 340.21 6.5%
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5.2.2 Control Plane

In the second set of simulations, we examine the capa-
bility of the BB entity in controlling the network load
for each type of services. Because, among all the links
in the network, only the bottleneck link will play a role
in flow admission control, we will only conduct simula-
tions with the peer-to-peer network (Fig. 13) here. In
the following simulations, the capacity of the link be-
tween the ingress router I1 and the egress router E1
is set to 100Mb/s. The simulated times are 2000 sec-
onds, of which the first 1500 seconds are the simulation
warm-up period.

Because the BE traffic does not require any service
guarantee and does not contact the BB before sending
traffic, there is no need to consider the BE traffic in this
set of simulations. Therefore, we will focus on the three
types of traffic that does require admission control: the
GS, the PS, and the AS.

We set the GS flows be the exp2 type traffic,
and all the PS and AS flows be the exp4 type traffic.
Flows have an exponentially distributed inter-arrival
time with a mean of 0.133 seconds and an exponen-
tial holding time with a mean of 120 seconds. Each
new flow arrival will request the GS, the PS, or the AS
with equal probability.

Again, we set a target network load ratio for a
service requirement type in the BB using the static
link sharing policy. Figures 19(a) and (b) present the
network load for the following two cases: (1) Case 1:
µGS = 0.1, µPS = 0.2, and µAS = 0.3; and (2) Case
2: µGS = µPS = µAS = 0.3. As shown in the figures,
the BB entity can indeed control the traffic load on the
data plane so that each type of service does not exceed
its target ratio.

6. Related Work

A node architecture based on strict priority (SP)
scheduling was proposed previously [18] to provide inte-
grated transport of the PS, the AS, and the BE services.
However, it has been shown [2], [8] that, once over cer-
tain utilization, the concatenation of such class-based
strict priority (SP) schedulers can cause delay jitter un-
bounded! This means that such node architecture [18]
cannot always support the PS, which should experience
low delay jitter. On the other hand, the node archi-
tecture proposed in this paper, which builds upon the
VTRS/CSVC, can provide hard delay jitter bound to
the PS (see (19)). Furthermore, our node architecture
can also support the GS, which is otherwise not possi-
ble under the FIFO CBQ and SP architecture proposed
in [18].

The idea of virtual time has been used extensively
in the design of packet scheduling algorithms such as
VC [25] and WFQ [10], [19], [20]. The notion of vir-

Fig. 19 Traffic load on the link between ingress and egress
nodes for each type of services in the peer-to-peer network.

tual time defined in these contexts is used to emulate
an ideal scheduling system and is defined local to each
scheduler. Computation of the virtual time function
requires per-flow information (e.g., per-flow reservation
state and per-flow scheduling state) to be maintained.
In contrast, in this paper the notion of virtual time em-
bodied by packet virtual time stamps can be viewed as
global to an entire domain. Its computation is core-
stateless, relying only on the packet state carried by
packets.

In [23], the first core-stateless scheduling algo-
rithm, core jitter virtual clock (CJVC), was designed
and shown to provide the same end-to-end delay bound
as a stateful VC-based reference network. In addition,
an aggregate reservation estimation algorithm was de-
veloped for performing admission control without per-
flow state. Our VTRS/CSVC was motivated and in-
spired by the results in [23]. However, the VTRS dif-
fers from [23] in several aspects. The VTRS is defined
to serve as a unifying scheduling framework where di-
verse scheduling algorithms can be employed to sup-
port the GS [27]. The notion of packet virtual time
stamps under the VTRS can lead to the design of new
core-stateless scheduling algorithms, e.g., core-stateless
virtual clock (CSVC). Furthermore, the VTRS is de-
fined with an aim to decouple the data plane and the
QoS control plane so that a flexible QoS provisioning
and control architecture can be developed at the net-
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work edge, without affecting the core of the network.
This paper is a sequel to our previous work on

VTRS [27]. In particular, this paper shows that, in ad-
dition to the GS, we can also support the PS, the AS,
and the BE services under the same node architecture.
Furthermore, we also present detailed design and op-
erations on the control plane (BB) and show how QoS
control and provisioning can be performed solely at the
BB without incurring any additional complexity on the
core routers.

The BB model was first proposed in [18] for the
PS and the AS using the DiffServ model. Under the
BB architecture, admission control, resource provision-
ing, and other policy decisions are performed by a cen-
tralized BB in each network domain. However, many
issues regarding the design of the BB such as admis-
sion control and QoS provisioning have not been ad-
dressed adequately. Furthermore, it is not clear, under
the BB architecture proposed in [18], what level of QoS
guarantees can be supported and whether or not core
routers are still required to perform local admission con-
trol and QoS state management. One the other hand,
the BB architecture proposed in this paper have clearly
addressed the above issues. In particular, we show that
a BB architecture, which builds upon VTRS/CSVC, is
capable of decoupling QoS control functions from core
routers. That is, our BB performs admission control
and QoS state management solely at the BB, without
incurring any additional complexity to the core routers
on the data plane. Furthermore, our BB architecture
supports per-flow GS (in addition to the PS and the
AS).

7. Conclusion

We presented architecture and mechanisms to support
multiple QoS under the DiffServ paradigm. On the
data plane, we presented a node architecture based on
the virtual time reference system (VTRS). The key
building block of our node architecture is the core-
stateless virtual clock (CSVC) scheduling algorithm,
which, in terms of providing delay guarantee, has the
same expressive power as a stateful weighted fair queue-
ing (WFQ) scheduler. With the CSVC scheduler as our
building block, we designed a node architecture that is
capable of supporting integrated transport of the GS,
the PS, the AS, and the BE service. On the control
plane, we designed a bandwidth broker architecture to
provide flexible resource allocation and QoS provision-
ing. Simulation results demonstrated that our architec-
ture and mechanisms can indeed provide scalable and
flexible support for integrated traffic of the GS, the PS,
the AS, and the BE services.
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