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SUMMARY In this paper we study the scalability issue in the design of a centralized bandwidth broker model for dynamic control and management of QoS provisioning. We propose and develop a path-oriented, quota-based dynamic bandwidth allocation mechanism for efficient admission control operations under the centralized bandwidth broker model. We demonstrate that this dynamic bandwidth allocation mechanism can significantly reduce the overall number of QoS state accesses/updates, thereby increasing the overall call processing capability of the bandwidth broker. Based on the proposed dynamic bandwidth allocation mechanism, we also extend the centralized architecture with a single bandwidth broker to a hierarchically distributed architecture with multiple bandwidth brokers to further improve its scalability. Our study demonstrates that the bandwidth broker architecture can be designed in such a manner that it scales with the increase in the network capacity.
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1. Introduction

In the IETF Differentiated Services (DiffServ) framework, a centralized model based on the notion of bandwidth broker (BB) [4] has been proposed for the control and management of QoS provisioning to reduce the complexity of QoS control plane. Under this centralized model, each network domain has a bandwidth broker (a special network server) that is responsible for maintaining the network QoS states and performing various QoS control and management functions such as admission control, resource reservation and provisioning for the entire network domain. Issues in designing and building such a centralized bandwidth broker architecture have been investigated in several recent studies [1], [6], [8].

This centralized bandwidth broker model for QoS control and management has several appealing features. For example, the centralized bandwidth broker model decouples (to a large extent) the QoS control plane from the data plane. In particular, QoS control functions such as admission control and QoS state maintenance are removed from the core routers of a network domain, reducing the complexity of the core routers. Consequently, no hop-by-hop signaling for reservation set-up along the data path is needed, removing the signaling overhead from core routers. Furthermore, because the network QoS states are centrally managed by the bandwidth broker, the problems of unreliable or inconsistent control states are circumvented [5]. This is in contrast to the IETF Integrated Services (IntServ) QoS control model based on RSVP [2], [7], where every router participates in hop-by-hop signaling for reserving resources and maintains its own QoS state database. Hence in this respect, the centralized bandwidth broker model provides a more efficient alternative for QoS control and management.

However, the centralized bandwidth broker model for QoS control and management also introduces its own scalability issue, in particular, the ability of the bandwidth broker to handle large volumes of flows as the network system scales. In a DiffServ network where only slow time scale, static resource provisioning and traffic engineering (e.g., those performed to set up virtual private networks) are performed, the scalability problem may not be acute. But with the rapid evolution of today’s Internet, many new applications and services such as Voice over IP (VoIP), on-demand media streaming and real-time content delivery (e.g., stock quotes and news) may require dynamic QoS control and management such as admission control and resource provisioning at the time scale of flow arrival and departure. In these circumstances, an improperly-designed centralized bandwidth broker system can become a potential bottleneck—limiting the number of flows that can be accommodated into the network system while the network system itself is still under-loaded.

The objective of this paper is to study the scaling issues in the centralized bandwidth broker model for flow-level dynamic QoS control and management. We consider the factors that may potentially affect the scalability of the centralized bandwidth broker model—in particular, we identify two major limiting factors: 1) the memory and disk access speed, and 2) communication capacity between the bandwidth broker and edge routers. Because of the need to access and update the network QoS states during admission control operations, the number of memory and disk accesses/updates plays a dominant role in the time the bandwidth broker takes to process flow reservation requests. Therefore, reducing the overall number of QoS...
The remainder of the paper is organized as follows. In Sect. 2, we first present a centralized bandwidth broker architectural model, and then discuss the potential scaling issues of the centralized bandwidth broker architecture. In Sect. 3, we describe the basic path-oriented, quota-based dynamic bandwidth allocation approach, and study its efficacy in enhancing the overall call processing capability of the centralized bandwidth broker model. We conduct extensive simulations to investigate the impact of the proposed mechanisms and architectural extensions on the network system performance, and to demonstrate their efficacy in enhancing the scalability of the centralized bandwidth broker model. Our study shows that the scalability issue of the centralized bandwidth broker model can be addressed effectively, without incurring any additional overhead at core routers.

As the basis for our study, in this section, we first present a basic centralized bandwidth broker architectural model and describe how admission control is performed under such a model. We then discuss the potential scaling issues in this centralized bandwidth broker model, and briefly outline the solutions that we will develop in this paper to address these issues.

2.1 The Basic Bandwidth Broker Model

The basic centralized bandwidth broker model for the management and control of the QoS provisioning of a network domain is schematically depicted in Fig. 1. This model is based on the bandwidth broker architecture proposed in [8]. In this architectural model, the bandwidth broker centrally manages and maintains a number of management information (data) bases (MIBs) regarding the network domain. Among them, the network topology database and network QoS state databases are most relevant to the study of this paper. The network topology database and network QoS state databases together provide a logical representation (i.e., a QoS abstraction) of the network domain and its entire state. With this QoS abstraction of the network domain, the bandwidth broker performs QoS control functions by managing and updating these databases. In this sense, the QoS control plane of the network domain is decoupled from its data plane. The core routers of the network domain are removed from the QoS control plane: core routers do not maintain any QoS reservation states, whether per-flow or aggregate, and do not perform any QoS control functions such as admission control.

In our centralized bandwidth broker model, the network QoS states are represented at two levels: link-level and path-level. The link QoS state database maintains information regarding the QoS state of each link.
in the network domain, such as the total reserved bandwidth or the available bandwidth of the link. The path QoS state database maintains the QoS state information regarding each path of the network domain, which is extracted and “summarized” from the link QoS states of the links of the path. An example of the path QoS state is the available bandwidth along a path, which is the minimal available bandwidth among all its links. As shown in [8], by maintaining a separate path-level QoS states, the bandwidth broker can conduct fast admissibility test for flows routed along the path. Furthermore, path-wise resource optimization can also be performed based on the (summarized) path QoS state. As will be demonstrated in this paper, this two-level representation of the network QoS states is also the key means that leads to scalable design of bandwidth broker architectures for dynamic flow-level QoS provisioning.

Lastly, we note that both the link QoS states and path QoS states are aggregate QoS states regarding the links and paths. No per-flow QoS states are maintained in either of the two QoS databases. The QoS and other control state information regarding each flow such as its QoS requirement and reserved bandwidth is maintained in a separate flow information database managed by the bandwidth broker [8].

We now briefly describe a simple admission control scheme to illustrate how flow-level dynamic QoS provisioning can be performed under the basic centralized bandwidth broker model. For simplicity of exposition, throughout this paper we assume that bandwidth is the critical network resource that we are concerned about. We consider the flow reservation set-up request first. When a new flow arrives at an edge router, requesting a certain amount of bandwidth to be reserved to satisfy its QoS requirement, the flow reservation set-up request is forwarded by the edge router to the bandwidth broker. The bandwidth broker then applies an admissibility test to determine whether the new flow can be admitted. More specifically, the bandwidth broker examines the path QoS state (obtained from the corresponding link states) and determines whether there is sufficient bandwidth available along the path to accommodate the new flow. If the flow can be admitted, the bandwidth broker updates the path QoS state database and link QoS state database (as well as the flow information database) to reflect the new bandwidth reservation along the path. If the admissibility test fails, the new flow reservation set-up request will be rejected, and no QoS information databases will be updated. In either case, the BB will signal the ingress edge router of its decision. For a flow reservation tear-down request, the bandwidth broker will simply update the corresponding link state database and path state database (as well as the flow information database) to reflect the departure of the flow. Clearly, using the basic admission control scheme presented above, processing either the flow reservation set-up or tear-down request requires access/update to the link QoS state database as well as the path QoS state database. Access and update of the link QoS states are necessary to ensure that the link QoS states are always up-to-date, so that the bandwidth broker can obtain accurate path QoS state information and make correct admission control decisions. We refer to this “naive” admission control scheme that requires per-flow link QoS state access/update, as the link-update admission control scheme. In this paper we will present a more efficient approach to performing bandwidth allocation and admission control that can significantly reduce the overall number of QoS state accesses and updates.

2.2 Scaling Issues

The issue of scalability is an important consideration in the design of a (centralized) bandwidth broker system. An important measure of scalability is the ability of the bandwidth broker system to handle large volumes of flow reservation requests, as the network system scales. For example, as the network link capacity increases, the call processing capability of the bandwidth broker system, defined as the number of flow requests that can be processed by the bandwidth broker system per unit of time, must scale with the increasing number of flows that can be accommodated in the network system. In particular, the bandwidth broker system should not become the bottleneck while the network system has not been overloaded.

Although it is possible to enhance the call processing capability of a bandwidth broker system by simply adding more processing power or increasing memory and disk access speed, such an approach in itself in general does not provide a scalable solution. To develop a scalable bandwidth broker architecture, we need to gain a fundamental understanding of the potential scaling issues and problems in a centralized bandwidth broker architecture, and then devise appropriate mechanisms and architectural extensions to address these issues and problems. This is precisely the objective of our paper. In this section we will identify two key factors that can potentially limit the scalability of the centralized bandwidth broker architecture, and outline the solutions we will develop in the remainder of the paper.

There are many factors that may potentially affect the call processing capability of a bandwidth broker system. Among them, the number of QoS state access and/or update to handle a flow request plays a prominent role. Recall that when processing a flow reservation set-up request, the bandwidth broker must perform an admissibility test, and if the request can be granted, update the relevant QoS states. Likewise,
when processing a flow reservation tear-down request, the bandwidth broker needs to update the relevant QoS states. In either case, access and/or update to QoS states, therefore the access to memory/disk, are involved. Since memory/disk access speed is typically much slower than processing speed, we argue that the processing time of flow requests is determined in a large part by the number of memory/disk accesses/updates. Therefore, an important means to enhance the call processing capability of a bandwidth broker system is to reduce the number of accesses/updates to the network QoS states maintained by the bandwidth broker.

Another factor that may affect the overall call processing capability of a centralized bandwidth broker system is the capacity of the communication channels (e.g., the network delay and congestion, or the I/O bandwidth at the bandwidth broker server) between a centralized bandwidth broker system and various edge routers. As the number of flows increases, these communication channels can become a potential bottleneck, limiting or delaying the number of flow requests delivered to the centralized bandwidth broker system, thereby reducing its overall call processing capability. To scale with the demand of the network system, a distributed multiple bandwidth broker architecture may be called for. Therefore, architectural extension to the basic centralized bandwidth broker model must be considered.

The focus of our paper is on the design of mechanism enhancement and architectural extension to the basic centralized bandwidth broker model to improve its scalability. In particular, we propose and develop a path-oriented, quota-based (in short, PoQ) dynamic bandwidth allocation mechanism for performing admission control. This PoQ dynamic bandwidth allocation mechanism exploits the two-level representation of the network QoS states used in the basic centralized bandwidth broker model, and attempts to avoid accessing and updating the link QoS states every time a flow reservation set-up or tear-down request is processed. In other words, this mechanism limits the majority of accesses and updates to path QoS states only, thereby reducing the overall number of accesses and updates to the network QoS states. The basic PoQ mechanism is described in detail in Sect. 3. Using the PoQ dynamic bandwidth allocation mechanism, in Sect. 4, we extend the basic single centralized bandwidth broker architecture to a hierarchically distributed architecture with multiple bandwidth brokers to address the scaling problem posed by the potential communication bottleneck between the bandwidth broker system and the edge routers. Our results demonstrate that the proposed path-oriented and quota-based dynamic bandwidth allocation mechanism is indeed an effective means to increase the overall call processing capability of the bandwidth broker. Furthermore, the bandwidth broker architecture can be designed in such a manner that it scales, as the network capacity increases.

3. Single Bandwidth Broker Design

In this section, we present the path-oriented, quota-based (PoQ) mechanism for dynamic bandwidth allocation under a single bandwidth broker. We first describe the basic operation of the mechanism (the base scheme), and then analyze its complexity and performance. Simulation results are presented at the end of the section to illustrate the efficacy of the scheme.

3.1 The Basic PoQ Scheme

As pointed out in Sect. 2, using the basic link-update admission control scheme to process a flow reservation set-up or tear-down request, the bandwidth broker needs to access/update the link QoS state of each link along the flow’s path. Hence the per-flow request processing time is proportional to the number of link state accesses/updates. As the volume of flow requests increases, these per-flow QoS state accesses/updates can slow down the operations of the bandwidth broker, limiting its flow processing capability. Therefore, reducing the number of link QoS state accesses/updates is an important means to prevent the bandwidth broker from becoming a potential bottleneck. In this section, we present the basic PoQ dynamic bandwidth allocation mechanism for a single centralized bandwidth broker, and illustrate how it can be employed to reduce the overall number of link QoS state accesses and updates. We first outline the basic ideas behind the PoQ mechanism, and then provide a more formal and detailed description.

Under the basic PoQ scheme, the total bandwidth of each link of the network is (virtually) divided into quotas. A quota is a “chunk” of bandwidth, appropriately chosen, that is much larger than the average bandwidth requirement of typical flows. Bandwidth is normally allocated on-demand to each path in units of quotas. To be more precise, bandwidth allocation along a path operates in two possible modes: the normal mode and critical mode. During the normal mode, the bandwidth broker allocates and de-allocates bandwidth in unit of one quota at a time. The path QoS state of a path maintains the number of quotas of bandwidth that have been allocated to the path, in addition to the actual bandwidth that has been reserved for the flows routed along the path. When a flow reservation set-up request along a path arrives, the bandwidth broker only needs to check the corresponding path QoS state to see whether the quotas of bandwidth allocated to the path are sufficient to satisfy the flow’s request. If the answer is positive, the flow request is accepted, and the relevant path QoS state is updated accordingly (i.e., the actual reserved bandwidth along the path is increased by the amount requested by the flow). Similarly, when
a flow reservation tear-down request arrives, the bandwidth broker simply needs to update the relevant path QoS state (i.e., the actual reserved bandwidth of the path is decreased by the amount reserved for the flow). We see that in the above two cases, flow requests can be processed by accessing and updating the path QoS states only, without the need to access/update the link QoS state database. When there are a large number of flows arriving and departing in a short period of time, with an appropriately chosen quota size, we expect that many of these flow requests (either reservation set-up or tear-down) will be processed by the bandwidth broker using only the path QoS states. This key observation is the major motivation behind our PoQ dynamic bandwidth allocation mechanism.

In the case that the bandwidth allocated to a path is not sufficient to satisfy the reservation set-up request of a flow, the bandwidth broker will attempt to allocate a new quota to the path to accommodate the flow reservation set-up request. In this case, the bandwidth broker needs to check each link QoS state along the path to see whether there is a quota available at all the links. If this is the case, a new quota is allocated to the path, and the number of available quotas at each link of the path is decremented by 1. When there is an extra unused quota available along a path (due to flow departures), the extra quota will be reclaimed by the bandwidth broker, and the extra quota is returned to each link along the path. The available number of quotas at these links will be increased by 1. Clearly, quota allocation/de-allocation will incur some overhead. In particular, the bandwidth broker needs to access and update the link QoS states to keep track of the available quotas at each link. Generally speaking, large quota size tends to reduce the overhead of quota management. On the other hand, large quota size has other performance implications, as we will see later.

Quota allocation for a path can fail if one of the links along the path does not have sufficient quotas left. In this case, bandwidth allocation for the path enters into the critical mode. More generally, when the available quota of a link falls below a threshold (say, no quota left), we say that the link is critically loaded (or the link is critical). When a link is critically loaded, all paths traversing this link enter the critical mode. Once a path is in the critical mode, the bandwidth broker will cease allocating bandwidth along the path in units of quota. Instead, the bandwidth is allocated/de-allocated on a per-flow basis, as in the basic link-update scheme described in Sect. 2. In particular, it maintains an accurate link QoS state for each critically loaded link (e.g., the precise amount of reserved bandwidth at the link). Hence, when processing a flow reservation set-up/tear-down request for a path in the critical mode, the bandwidth broker must access/update the link QoS states of those critically loaded links along the path. In this way, we ensure that the admission control decision is always made correctly. The reason why we switch to the link-update admission control scheme is that flow reservation set-up request will not be rejected unnecessarily (as the bandwidth is still available). As a result, whenever a flow is admitted using the link-update scheme, it will also be admitted using the basic PoQ scheme. In the next section, we will consider a "lossy-path" model in the context of the multiple bandwidth brokers. The "lossy-path" model can also be used in combination with the basic PoQ scheme to reduce the link QoS state access/update overhead.

In the above we have provided an outline of the basic PoQ dynamic bandwidth allocation scheme. A more formal and detailed description of the scheme is presented in pseudo-code in Figs. 3, 4, and 5. Figure 2 summarizes the notation used in the description. For the case of exposition, the scheme is divided into three function blocks. Figure 3 describes the path-level admission control for flow reservation set-up and quota allocation management. Figure 4 describes the link-level bandwidth/quota allocation.
level bandwidth allocation and quota allocation management. Finally, Fig. 5 describes both the path-level and link-level bandwidth and quota management operations for handling flow departures.

3.2 Complexity and Performance

In this section, we will provide a simple analysis of the complexity of the basic PoQ dynamic bandwidth allocation scheme, and compare it with the link-update admission control scheme in terms of the QoS state access/update overhead. Since the path QoS states are always accessed/updated for every flow reservation set-up/tear-down request, we focus on the number of link QoS state accesses/updates. We measure the complexity (or cost) of the PoQ scheme by the expected number of link QoS state access/update per-flow, i.e., the number of link QoS state accesses and updates incurred by processing a flow arrival and departure.

Consider a network domain whose average path length is $P$. Let $\phi$ be the probability that an “average” path of length $P$ is in the critical mode, and $\gamma$ be the probability a flow is rejected due to unavailability of bandwidth along the path. Note that under the basic PoQ scheme, a flow can only be rejected when the path is in the critical mode. In addition, let $\varphi$ and $\chi$ denote, respectively, the probability that the flow reservation set-up request triggers a quota allocation, and the probability that the flow reservation tear-down request triggers a quota de-allocation, conditioned on that the flow is admitted. Then the expected number of link access/update per-flow, denoted by $\Theta_{PoQ}$, is given by the following expression:

$$\Theta_{PoQ} = P\gamma + 3P\phi(1-\gamma) + P(\varphi + \chi)(1-\gamma). \quad (1)$$

The first term in the above expression is the number of link QoS state accesses for a flow that is rejected. The second term is the number of link QoS accesses and updates for processing a flow arrival in the critical mode plus the number of link QoS state updates for processing a flow departure in the critical mode. Here we assume that to admit a flow in the critical mode, the relevant link states are first accessed for the admissibility test, and then updated after the flow is admitted. Note also that for a flow admitted in the normal mode, no link QoS state is accessed or updated. The last term in (1) reflects the overhead of quota allocation and de-allocation.

Comparing the expected number of link QoS state access/update per-flow of the PoQ scheme with that of the naive link-update admission control scheme, $\Theta_{L-U} = P\gamma + 3P(1-\gamma)$, we see that the reduction in the per-flow number of link QoS access/update under the PoQ scheme is (approximately) proportional to $1 - \phi$. Hence if the network system can accommodate $N$ flows, then the reduction in the total number of link QoS access/update is in the order of $N(1-\phi)$. For a large $N$, this can amount to significant access/update reduction, even when $\phi$ is fairly close to 1 (say, $\phi = 0.9$). On the other hand, this reduction in the number of link QoS state access/update is offset to some degree by the overhead of quota allocation/de-allocation. Hence, judicious choice of quota size is important in controlling this overhead and balancing the overall access/update reduction. This issue will be investigated in our simulation study in the next section.

Before we leave this section, we comment that the complexity of the PoQ scheme can be analyzed formally using queueing theory. In particular, under the assumption of exponential flow arrival and departure, the PoQ scheme can be modeled as a Markovian system, and the probabilities $\gamma$, $\phi$, $\varphi$ and $\chi$ can be derived either precisely or approximately. A key result from the analysis is that as the network capacity increases (thus the number of flows that can be accommodated also increases), the probability $\phi$ that a path enters the critical mode decreases, while the normalized network load (defined as the ratio of the offered load to the network capacity) is fixed. This observation is also supported by our simulation results, as we will see in the next section. Hence the PoQ scheme indeed improves the scalability of the centralized bandwidth broker model.

3.3 Simulation Investigation

In this section, we conduct simulations to study the performance of the basic PoQ scheme. In particular, we will investigate the impact of quota size on the performance of the scheme and its scaling property as the network capacity increases.

Since using the PoQ scheme the QoS states of a link are only accessed/updated when the link becomes critical, in our simulations, we use a simple network topology with one bottleneck link to study the number (or cost) of link QoS state accesses and updates. This simple topology allows us to focus on the key features of the PoQ scheme and provide an adequate environment to explore its performance. The network topology is shown in Fig. 6, where $K$ ingress routers, $I_1, I_2, \ldots, I_K$, are connected via a core router $R_1$ to an egress router $E_1$. The link $R_1 \rightarrow E_1$ is the bottleneck link of the network topology, and the links $I_i \rightarrow R_1$...
are assumed to have infinite capacity, \( i = 1, 2, \ldots, K \). Flows arriving at the ingress routers have an exponential inter-arrival time with its mean denoted by \( 1/\lambda \), and an exponential holding time with its mean denoted by \( 1/\mu \). In our simulations the mean flow holding time \( 1/\mu \) is fixed at 900 seconds, while we vary the mean flow inter-arrival time to produce different offered load. The offered load, \( \rho \), defined as \( \lambda/\mu \), represents the average number of flows that may exist in a system (if no flows are blocked). Each flow requests one unit of bandwidth, and the bottleneck link \( R1 \rightarrow E1 \) has \( C \) units of bandwidth. Hence the maximum number of flows that can be accommodated by the bottleneck link is \( C \). We introduce the normalized network load, \( a \), defined as \( \rho/C \), as a metric for measuring how heavy the bottleneck link is loaded. For example, if \( a < 1 \), i.e., the offered load (the average number of flows that may exist at any time) is less than what can be accommodated by the bottleneck link, the system is considered not overloaded. Otherwise, the network system is considered overloaded. In our simulation study, all simulations last 10000 simulated seconds, of which 6000 seconds are the warm-up time. Each value reported in the results is the mean of 5 simulation runs with different random seeds for the mean flow inter-arrival time.

In the first set of simulations, we examine the impact of quota size on the performance of the scheme. In this set of simulations, the bottleneck link capacity \( C \) is 5400. The number of paths \( K \) is set to 3, i.e., we have three ingress routers, \( I1, I2, \) and \( I3 \). Flow arrivals are uniformly distributed onto the three ingress routers. We conduct simulations using five different quota sizes, namely, 30, 60, 100, 120, and 150. The simulation results are summarized in Table 1 under two different normalized loads (\( a = 0.95 \) and \( a = 1.00 \)). In this table, we list the total number of flow arrivals at all the ingress routers, the total number of flows accepted into the network system, and among the flows accepted, the total number of flows accepted in the normal mode as well as the total number of flows accepted in the critical mode. We also list the total number of quota allocation/de-allocation operations performed by the bandwidth broker after the warm-up period (i.e., when the network system is in a more stable state).

From Table 1 we see that in the case of \( a = 0.95 \), i.e., the network is relatively light-loaded, the majority of the flows are accepted in the normal mode. In particular, when the quota size is 30 and 60, respectively, all flows are accepted in the normal mode, whereas when the quota size increases to 100, 120 and 150, only a few hundreds of flows are accepted in the critical mode. Hence, in this light-load case, the proportion of calls accepted in the critical mode is very small. In contrast, in the case of \( a = 1.00 \), i.e., the network is heavily loaded, the proportion of flows accepted in the critical mode increases significantly. In particular, when the quota size becomes large, the majority of flows are accepted in the critical mode. Figure 7 shows the proportion of flows accepted in the critical mode with five different quota size, as the normalized network load increases. We see that when the network is relatively light-loaded (say, \( a \leq 0.95 \)), the quota size has little impact on the portion of the flows accepted in the critical mode. However, as the network load increases, the impact of the quota size is more significant. In particular, when the normalized load reaches \( a = 1.00 \), more than half of the flows are accepted in the critical mode for quota size of 60 or larger. Hence when the network is overloaded, the quota size has a significant impact on the performance of the PoQ scheme. It is also interesting to observe that in the heavy-load cases, further increasing the quota size beyond a certain value (say, 100) does not seem to have much further impact.

We now shift our attention to the cost of the PoQ scheme, namely, the expected number of link QoS state access/update. To simplify discussion, we focus on the number of link QoS state update incurred by

\[ \text{Table 1} \quad \text{Dynamics of flow processing and quota allocation during admission control (} C = 5400). \]

<table>
<thead>
<tr>
<th>Normalized load</th>
<th>( a = 0.95 )</th>
<th>( a = 1.00 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quota size</td>
<td>30</td>
<td>60</td>
</tr>
<tr>
<td>Total flow arrivals</td>
<td>22946</td>
<td>22946</td>
</tr>
<tr>
<td>Total accepted flows</td>
<td>22946</td>
<td>22946</td>
</tr>
<tr>
<td>Flows accepted in normal</td>
<td>22946</td>
<td>22946</td>
</tr>
<tr>
<td>Flows accepted in critical</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>Quotas allocated</td>
<td>736</td>
<td>396</td>
</tr>
<tr>
<td>Quotas de-allocated</td>
<td>739</td>
<td>397</td>
</tr>
</tbody>
</table>

\[ \text{†Given that each value is the mean of 5 simulation runs, the data reported in the paper is only used for the illustration purpose to demonstrate the properties of the schemes under different conditions.} \]
Fig. 7 Proportion of flows accepted in critical mode ($C = 5400$).

Fig. 8 Expected number of link-level QoS update per-accepted-flow ($C = 5400$).

flow arrivals and the overhead of quota allocation/de-allocation. Hence, instead of using the expected number of link QoS state access/update for each flow (i.e., $\Theta_{PoQ}$ defined in Sect. 3.2), we use a simplified cost metric, the expected number of link QoS state update for accepted flows, defined below:

$$\hat{\Theta}_{PoQ} = \frac{M + G + L}{N},$$

where $N$ denotes the total number of accepted flows, $M$ the number of flows accepted in the critical mode, and $G$ and $L$ denote a number of quota allocations and de-allocations, respectively.

Figure 8 shows the expected number of link QoS state update per-accepted-flow as a function of the normalized network load for various quota size. The bottleneck link capacity $C$ is set to 5400. From the figure we see that when the normalized network load is below 0.98, the expected cost of link QoS state update per-accepted-flow is less than 0.5 for all the quota size. Hence, on average, more than half of the flows accepted do not require any link QoS updates. Even when the network is heavily overloaded, say, $a = 1.03$, the expected number of link QoS state update per-accepted-flow is still less than 0.8. In other words, the PoQ scheme is capable of reducing the overhead of per-flow processing even during heavy load scenarios. In general, smaller quota size tends to have better performance when the network is heavily loaded. This is because the link QoS update cost is dominated by the cost incurred by flows accepted in the critical mode. On the other hand, when the network is not heavily loaded (say $a = 0.95$), smaller quota size (say 30) actually incurs more overheads because of frequent quota allocation/de-allocation operations. These observations are also supported by the data shown in Table 1.

To demonstrate the scalability of our PoQ dynamic bandwidth allocation scheme, we examine how the expected number of link QoS state update per-accepted-flow changes as we increase the network capacity (in this case the bottleneck link capacity $C$). The results are plotted in Fig. 9 for two different quota sizes: (a) 30 and (b) 100. From the figures, we see that as the network capacity increases, the expected link level QoS update cost per-accepted-flow decreases. This is actually not too surprising (see our comments at the end of Sect. 3.2): with the normalized network load fixed, the probability that a flow is accepted in the critical mode decreases as the link capacity increases, due to the increased multiplexing gain. These results demonstrate that the PoQ scheme scales well as the network capacity increases. This is particularly the case, when the network is not heavily overloaded. When the network is heavily loaded, our scheme still leads to some amount of cost reduction (especially with appropriately chosen quota size)—albeit not as significant as when the network is not heavily loaded. Note that when the network is heavily overloaded, some slow-down in flow request processing may not be a severe problem, since the network itself may not be capable of accommodating all the incoming flow requests. Furthermore, in this case we can use an extended PoQ scheme (the lossy-path PoQ scheme introduced in the next section) to further improve the flow processing capability of the bandwidth broker.

Lastly, we consider the impact of the number of paths sharing a bottleneck link on the performance of the PoQ scheme. Figure 10 shows the proportion of flows accepted in critical mode as we increase the number of paths sharing the bottleneck link. In this set of simulations the normalized load $a$ is set to 0.95. Note that when there are a small number of paths, most of the flows can be accepted in the normal mode. But when the number of paths are large, large quota

---

† One possible reason may be that when the quota size is beyond certain threshold, a path is not able to release a quota as flows come and leave after the system enters a stable state. Therefore using any quota size beyond the threshold will result in the similar results on the proportion of calls accepted in the critical model. More investigation is needed to verify this point.
size causes more flows to be accepted in the critical mode. This is because there are not enough quotas to go around among all the paths. As a general rule-of-thumb, in order to make the PoQ scheme work efficiently, the ratio of the number of quotas a link has over the number of the paths sharing the link should be reasonably large. In particular, in a network where many paths sharing a bottleneck link, smaller quota size is preferred.

4. Multiple Bandwidth Broker Design

In this section we extend the centralized bandwidth broker architecture with a single bandwidth broker to a hierarchically distributed architecture with multiple bandwidth brokers. This multiple bandwidth broker (MBB) architecture addresses the scaling problem posed by the potential communication bottleneck between the bandwidth broker system and the edge routers. The MBB architecture is presented in Sect. 4.1, where an extended PoQ mechanism—the lossy-path PoQ dynamic bandwidth allocation scheme—is also introduced to further reduce the call processing overhead at the central bandwidth broker. Simulation results are presented in Sect. 4.2.

4.1 Architecture and Mechanisms

The hierarchically distributed multiple bandwidth broker architecture we propose is designed based on the two-level network QoS representation and the PoQ dynamic bandwidth broker architecture. As illustrated in Fig. 11, the proposed MBB architecture consists of a central bandwidth broker (cBB) and a number of edge bandwidth brokers (eBBs). The central bandwidth broker maintains the link QoS state database and manages quota allocation and de-allocation among the edge bandwidth brokers. Whereas, each of the edge bandwidth brokers manages a mutually exclusive subset of the path QoS states and performs admission control for the corresponding paths. The number of eBBs can vary, depending on the size of the network domain. In the extreme case, for example, we can have one eBB for each edge router (as shown in Fig. 11), and the eBB can co-locate at the edge router.

When a flow arrives at an edge router, the flow reservation set-up request is forwarded by the edge router to the eBB that is in charge of the flow’s path. The eBB will make admission control based on the path state it maintains such as the currently available band-
width allocated to the path. If no sufficient bandwidth is available on the path, the eBB requests a new quota for the path from the cBB. If the request is granted, the eBB admits the flow and updates its path QoS state. If the request fails (i.e., one or more links along the path are critically loaded), we can operate just like the basic PoQ scheme: the eBB forwards the flow reservation request to the cBB, which will perform admission control using the per-flow link-update scheme. We refer to this eBB operation model the non-lossy-path model, as no flows will ever be rejected by the eBB, based on its path QoS state. We now introduce an alternative eBB operation model—the lossy-path model. Under this model, when a quota request fails, the eBB will simply reject the flow reservation request, instead of passing it to the cBB. We refer to the PoQ dynamic bandwidth allocation scheme under the lossy-path model the lossy-path PoQ scheme. With the lossy-path PoQ scheme, the role of cBB is much simpler: it performs only quota management, and all admission control decisions are now delegated to the eBBs. Combining the proposed MBB architecture with this lossy-path PoQ scheme, not only can we minimize the communication bottleneck to the cBB, but also we can significantly reduce the processing burden at the eBB. This is particularly desirable in a large network with high traffic intensity. Clearly, the enhanced scalability of the architecture is gained at the expense of some loss in performance, as some flows that are rejected may be accommodated if the non-lossy-path model is used. In the next section we will investigate the performance implication of the lossy-path MBB architecture model.

Before we move on to the simulation investigation, we would like to comment on some of the advantages of the proposed MBB architecture. Note that a straightforward approach to building a distributed bandwidth broker architecture to avoid the communication bottleneck problem would be a replicated bandwidth broker system, with multiple identical bandwidth brokers geographically dispersed in the network domain. However, due to the need to both access and update the network QoS states, maintaining consistent QoS state databases requires synchronization among the bandwidth brokers, which can be time-consuming and problematic. In contrast, our hierarchically distributed bandwidth broker architecture does not suffer such a problem, owing to the appropriate partition of the path QoS states and the PoQ dynamic bandwidth allocation mechanism we employ.

4.2 Simulation Investigation

In this section, we conduct simulations to study the performance of the MBB architecture using the lossy-path PoQ dynamic bandwidth allocation scheme. We use the same network topology as shown in Fig. 6, with the number of paths traversing the bottleneck link set to 3. We assume that there is an eBB associated with each path. The normalized link capacity with respect to the flow rate is 5400. All flows have an exponential holding time with a mean of 900 seconds. We again vary the flow arrival rate to produce different network loads.

Recall that under the lossy-path MBB architecture, an eBB will reject a flow when its request to the eBB for a new quota fails, i.e., when the bottleneck link has no quota left. Note that in this case, the total unreserved bandwidth (in b/s) on the link may be sufficient to accommodate the flow, since it is possible that not all the paths have used up the bandwidth allocated to it. Hence, in general, the lossy-path model may result in a higher flow blocking rate than the non-lossy-path model. Figure 12 shows the flow blocking rates of the lossy-path model with three different quota sizes, as we vary the network load. The flow blocking rate of the non-lossy-path model is also plotted for comparison. We see that when the normalized network load is below 0.95, all flows are accepted under all the schemes. As the load is increased, a small portion of flows is rejected. The lossy-path model suffers some performance loss compared to the non-lossy-path model. As expected, the larger the quota size is, the bigger the performance loss is. In addition, the performance loss enlarges as the network load increases. However, after the normalized network load reaches 1, the performance loss does not seem to increase visibly, in particular for the two larger quota size. This is likely due to the fact that once the network is overloaded, a large portion of those flow reservation set-up requests that are forwarded by the eBBs to the cBB for admission control under the non-lossy-path model end up being rejected by the eBB. Hence rejecting these flow requests at the eBBs does not degrade the system performance significantly, in particular when the network is highly overloaded. Overall, we observe that the performance loss caused by the lossy-path model is fairly small. We believe that at the expense of a relatively

![Fig. 12 Flow blocking rate of the non-lossy-path and lossy-path models (C = 5400).](image)
small performance loss, the reduced bandwidth broker system overhead may well be worthwhile, in particular when the network system itself is overloaded.

We comment on the advantage of our dynamic bandwidth (in quota) allocation. A straightforward approach to provision bandwidth on a path is the static bandwidth allocation based on measurement of the long-term traffic load on the path. However, such a static provisioning procedure may not be able to reflect the dynamics of bandwidth fluctuation and requirement on the path in a smaller time scale—leading to either permanent bandwidth over-provisioning or temporary bandwidth under-provisioning along the path. The dynamic quota allocation under the proposed hierarchical MBB architecture is capable of adjusting bandwidth allocation on a path according to the offered load along the path. This is particularly important, as inadequate bandwidth allocation under static provisioning can cause flows being rejected unnecessarily, and thus degrade the system performance.

5. Further Enhancements

As we discussed in Sects. 3 and 4, the performance of the PoQ scheme depends critically on the quota management used in the scheme. For example, to control the impact of the scheme on the flow blocking rate of the system, smaller quota size is preferred; on the other hand, smaller quotas introduce more overhead into the system, because of potentially more frequent quota allocation/de-allocation. In this section, we propose several extensions to the quota management of the PoQ scheme, aiming to improve the performance and enhance the flexibility of the PoQ scheme under different environments. These extensions can be applied to both the lossy-path and non-lossy-path models. In the simulation study presented here, however, we will mainly focus on the lossy-path model. Throughout this section, we use the same network topology as depicted in Fig. 6 for the simulations, where the number of paths traversing the bottleneck link is set to three.

5.1 PoQ with Hysteresis

In the PoQ scheme that we presented in Sects. 3 and 4, a path will immediately return an excess quota to the links along the path whenever there is one available. In this way, the returned excess quota can be used by other paths which share a link with the path. However, it is possible that a path has an excess quota only because of short-term, local flow fluctuations. That is, the path may need to request a quota shortly after it returns an excess quota to the links.

To have a better understanding of this phenomenon, we introduce the notion of quota state transition rate of a path as follows. We say a path is in a quota state $i$ if currently $i$ quotas are allocated on the path. Let $T_i$ denote the total amount of time that a path stays in a quota state $i$ in an arbitrary time interval. Let $N_{i,j}$ be the number of transitions from quota state $i$ to state $j$ during the same time interval. Then the quota state transition rate $\eta_{i,j}$ of the path from state $i$ to $j$ in the time interval is defined as,

$$\eta_{i,j} = \frac{N_{i,j}}{T_i}.$$  

Figure 13 shows the quota state transition rates of the path $P1 \rightarrow E1$ after warm-up of the simulation, where the capacity of the bottleneck link is set to 3600, the normalized network load is 0.9, and the quota size is 30. All flows have an exponential holding time with a mean of 900 seconds. From the figure we see that the quota state transition rates from the state 34 to 35 and from the state 38 to 37 are much higher than the transition rates between other states. A close examination of the trace data reveals that most of the time the path has 35, 36 or 37 quotas and only occasionally goes to the states 34 and 38. Moreover, when the path quota state goes to 34 or 38, it will only stay there for a very short time period. Such a short time state visit is caused by the short-term local flow fluctuations where a small number of consecutive flow arrivals and departures triggers both quota allocation and de-allocation in a very short time. Note that short-term local flow fluctuations also occur in the state transitions between 35, 36 and 37 even though they are not exposed in this simple figure.

Recall that the operations of quota allocation/de-allocation involve per-link QoS state updates along the path, which increases the overall overhead of the system. Therefore, we should reduce the number of quota allocation/de-allocation as much as possible. One simple strategy is to allow a path to hold excess quotas without returning them. However, this may cause higher flow blocking rates on other paths which share a link with this path due to a shortage of available quotas, which is undesirable.

To regulate the behavior of a path in handling excess quotas, we develop the following simple mechanism based on the notion of hysteresis: each path will maintain a threshold to determine if the path should return an excess quota. Instead of returning an excess quota immediately after it is available, a path will only return an excess quota after the reservation rate along the path is below some threshold with respect to the current allocated quotas on the path. More formally,
let $C_P$ denote the bandwidth allocated on a path $P$, and $R_P$ be the total reservation rate of flows along the path, respectively. Then the path will only return an excess quota if,

$$R_P \leq C_P - (1 + \varepsilon)B_q,$$

where $B_q$ is the bandwidth of a quota, and $\varepsilon \geq 0$ is the hysteresis term.

The intuition of the hysteresis-based scheme is quite straightforward. Instead of returning an excess quota whenever it is available, the hysteresis-based scheme ties the policy of quota de-allocation of a path to the (flow) traffic load on the path. When the reservation rate on a path is below some threshold, it is possible that the path will not use the excess quota in a relatively long time interval. Therefore, it is desirable to release the excess quota so that it can be re-used by other paths.

In the following, we conduct simulations to study the effectiveness of the hysteresis-based scheme. The normalized capacity of the bottleneck link with respect to the flow rate is 3600. All flows have an exponential holding time with a mean of 900 seconds. We vary the flow arrival rate to produce different network loads. In these simulations, the value of $\varepsilon$ is set to 0.05.

Figure 14 shows the flow blocking rates of the hysteresis-based PoQ scheme under the lossy-path model for two quota size: 30 and 60. For comparison, we also include the corresponding curves of the PoQ scheme without hysteresis.

As discussed above, the motivation of the hysteresis-based mechanism is to reduce the amount of quota allocations/de-allocations of the PoQ scheme.

Table 2 presents the corresponding quota allocation/de-allocation activities after the warm-up of the simulations. From the table we see that there is a significant reductions in quota allocation/de-allocations under the hysteresis-based mechanism. More specifically, compared with PoQ without hysteresis, there are roughly about 3 to 4 times reduction in the number of quota allocations/de-allocations in the hysteresis-based scheme.

Clearly, the performance and effectiveness of the hysteresis-based scheme relies on the value of $\varepsilon$ of a path. If the value is too conservative, more flows may get rejected on other paths which share a link with the path because of a shortage of available quotas. On the other hand, an overly optimistic value may undermine the scheme because the threshold is not large enough to hold an excess quota which the path will need shortly after it is available, leading to frequent quota allocation/de-allocation.
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the values of $\varepsilon$ are 0.2, 0.3 and 0.4, the curve of the flow blocking rate of the system is flat. This is partly caused by the fact that the threshold with $\varepsilon = 0.2$ has caught the trend in the flow fluctuation in some degree. That is, when the reservation rate of a path is below the threshold with $\varepsilon = 0.2$, it will soon be below the threshold with $\varepsilon$ equal to 0.3 or 0.4. Therefore, they all have similar effects on the quota de-allocations (see also Table 3), and hence the similar flow blocking rates. From the above discussion we can see that over a range of modest values of $\varepsilon$, the system should work well in balancing between the reduction of the amount of quota allocations/de-allocations and the increase in the flow blocking rate of the system.

So far, we have discussed the employment of the hysteresis-based approach for a path to hold an excess quota to accommodate the short-term flow fluctuations. Note that it may be desirable for a path to employ a forward threshold to request an extra quota before the path has used up all the allocated quotas on the path [3], especially in the multiple BB architecture. By such a forward threshold, the path may handle flow requests immediately when the requests come instead of waiting for a new quota if the allocated quota bandwidth has been used up on the path.

5.2 PoQ with Variable Quota Size

Allocating bandwidth based on the notion of quota instead of per-flow bandwidth requests provides us with an efficient bandwidth allocation and admission control mechanism. However, as shown in Sects. 3 and 4, the performance and cost of the scheme is closely related to the size of the quota used in the scheme. In general, smaller quotas are preferred to minimize the flow blocking rate; on the other hand, to reduce the amount of quota allocations/de-allocations and the increase in the flow blocking rate of the system.

Let $\delta_1, \delta_2, \ldots, \delta_N$ denote the quota size that will be used in a network domain. Without loss of generality, we assume that $\delta_1 > \delta_2 > \ldots > \delta_N$. Corresponding to each $\delta_i$, there is a link bandwidth allocation threshold $\theta_i$, $i = 1, 2, \ldots, N$, where $\theta_i < \theta_{i+1}$ for $i = 1, 2, \ldots, N-1$. Let $C$ denote the capacity of a link, $B$ the current total bandwidth allocated to all the paths traversing the link. We define the quota allocation mechanism as follows: a quota of size $\delta_i$ is allocated upon a quota allocation request if

<table>
<thead>
<tr>
<th>Hysteresis ($\varepsilon$)</th>
<th>0</th>
<th>0.01</th>
<th>0.1</th>
<th>0.2</th>
<th>0.3</th>
<th>0.4</th>
<th>0.5</th>
</tr>
</thead>
<tbody>
<tr>
<td>Quotas allocated</td>
<td>172</td>
<td>87</td>
<td>30</td>
<td>16</td>
<td>15</td>
<td>15</td>
<td>13</td>
</tr>
<tr>
<td>Quotas de-allocated</td>
<td>173</td>
<td>88</td>
<td>31</td>
<td>18</td>
<td>17</td>
<td>17</td>
<td>15</td>
</tr>
</tbody>
</table>

Table 3 Effects of different hysteresis on quota allocations and de-allocations ($C = 3600, a = 0.95, quota = 60$).

Note that it may be desirable for a path to employ a hysteresis-based approach for a path to hold an excess quota to accommodate the short-term flow fluctuations. From the above discussion we can see that over a range of modest values of $\varepsilon$, the system should work well in balancing between the reduction of the amount of quota allocations/de-allocations and the increase in the flow blocking rate of the system.

For VQS, the quota size are 60 and 30, while for FQS the quota size is 30. As shown from the table, when the normalized network load is 0.9, the VQS scheme has a relatively smaller amount of quota allocations/de-allocations compared with the FQS scheme. As the network load increases, both schemes have almost identical amount of quota allocations/de-allocations. Note that the threshold for the VQS scheme to allocate a
quota of size 30 instead of 60 is 0.9. Therefore, when the network load is below or equal to 0.9, a quota with larger size (60) is used under the VQS scheme. Hence, the VQS scheme has a relatively small amount of quota allocations/de-allocations in these cases. As the network load increases, the VQS scheme will allocate a quota of smaller size (30), which is identical to the quota size in the FQS scheme. Therefore, they have almost the same amount of quota allocations/de-allocations when the network load is beyond the quota bandwidth allocation threshold (0.9).

From the above discussion and the simulation results, we note that by using variable quota size, the bandwidth broker system has more freedom to allocate large quota size when the network load is low. When the network load becomes higher, it can start to behave more conservatively on bandwidth allocation. In this way, it may reduce the cost of the system while achieving smaller flow blocking rate.

5.3 PoQ with Differentiated Flow Processing

In this section we demonstrate by an example that the bandwidth broker architecture provides us with great flexibility in managing network resource allocation and enforcing various management policies.

In both lossy-path and non-lossy-path models we have studied, flows are treated equally based on the flow requests and the availability of the resources. For example, in the lossy-path model, as soon as there is no quota available at the central bandwidth broker, a flow will be rejected. However, under certain environment, it may be desirable to give differential treatment to flows based on some pre-defined policies. For example, some types of flows may be more valuable (in terms of revenue or profit margin) to an ISP than some other types of flows. Therefore, instead of rejecting these more valuable flows at an eBB because of the shortage of the quotas, the cBB may forward the flow requests to the cBB, and the eBB can conduct admission control for these flows based on different rules, and perhaps from a special pool of bandwidth reserved in advance.

As an example to illustrate the idea of the differentiated flow treatment with the PoQ scheme, we define two types of flows. One is the long-term large flows, and another is the short-term small flows. A large flow normally requires a large amount of bandwidth (possibly associated with a higher revenue or profit margin), and a small flow requests a relatively smaller amount of bandwidth. For example, we may consider video applications as large flows, while audio applications like IP telephony as small flows. Instead of conducting admission control for large flows at the edge BBs, an eBB may forward these flow requests to the central BB. The cBB will independently conduct the admissibility test using the link-update admission control scheme. That is, no large flows will be rejected as soon as there is enough bandwidth along the path. We call such a scheme as the PoQ with differentiated flow treatment (DFT), and the original lossy-path scheme as the PoQ with uniform flow treatment (UFT).

The above PoQ with DFT example clearly demonstrates the flexibility of our hierarchical multiple bandwidth broker architecture, which is enabled and built upon the two-level (path and link) representation of the network QoS states.

6. Conclusion

In this paper we studied the scalability issue in the design of a centralized bandwidth broker model for dynamic control and management of QoS provisioning. We identified two major factors that may potentially affect the scalability of the centralized bandwidth broker architecture: the memory and disk access speed and communication capacity between the bandwidth broker and edge routers. To reduce the overall number of QoS state accesses and updates, we developed a path-oriented quota-based (PoQ) dynamic bandwidth allocation mechanism for efficient admission control operations under the centralized bandwidth broker model. Based on the proposed dynamic bandwidth allocation mechanism, we also extended the centralized bandwidth broker architecture to a hierarchically distributed architecture with multiple bandwidth brokers to address the scaling problem posed by the potential communication bottleneck between the bandwidth broker system and edge routers. Our simulation investigation demonstrated that the proposed PoQ dynamic bandwidth allocation mechanism is indeed an effective means to increase the overall call processing capability of the bandwidth broker. Furthermore, the bandwidth
broker architecture can be designed in such a manner that it scales with the increase in the network capacity. Further extensions to the PoQ scheme were also investigated to improve the performance of the PoQ scheme and to enhance the flexibility of the bandwidth broker architecture.
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