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Abstract
In this paper, the operation of MPEG-2 decoder

bu�er is modeled and simulated when a VBR MPEG2
stream is delivered through an ATM network with jit-
ter. End-to-end packet based analysis is performed
for delivery of MPEG-2 transport streams over ATM
networks. A novel approach to analyzing the decoder
bu�er in the presence of network jitter is given in this
paper. The probability density function of the inter-
arrival time of the ATM adaptation layer 5 (AAL5)
Protocol data unit (PDU) is derived from a bit-rate
model of the video source as well as a ATM network
jitter model. Based on the decoding timing requirement
of the MPEG-2 system target decoder, a simulation of
the decoder bu�er is implemented. In the simulation,
the transport stream packets arrivals follow the derived
probability density function of the AAL5 PDU interar-
rival time. The modeling and simulation results show
that packet loss occurs for a given bu�er size, which
happens when the TS packets arrive in burst because
of network jitter.
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I. Introduction
There has been tremendous interest in video trans-

port over ATM networks recently. Due to the statisti-
cal multiplexing capability of ATM and the abundant
transmission bandwidth capacity, ATM can support
multimedia application, i.e., video, audio and data si-
multaneously. Video can be transported over ATM
network either at a constant bit-rate (CBR) or vari-
able bit-rate (VBR). Recent research interest has been
focusing on VBR video since it has several advan-
tages over CBR video, such as constant quality pic-
ture and low delay. However, the statistical multi-
plexing characteristics of ATM results in delay jitter
and cell/packet loss, which then a�ect the quality of
reconstructed video. In this paper, we analyze the
inuence of the network delay jitter on the MPEG2
decoder.
The MPEG2 standard (ISO/IEC 13818) speci�es

the operation and interaction of video and audio cod-
ing, as well as related system functions[1]. It supports
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full motion video and transmits audio-video informa-
tion at about 4, 10 and 20 Mbits/s with an image
quality similar to respectively the present standard
TV systems, the one speci�ed by ITU-R recommenda-
tion 601 and HDTV. Its video coding standard is also
adopted by the US Grand Alliance HDTV system [2].
MPEG2 system assumes that the delay from encoder
to decoder (end to end delay) is constant [1]. This
ensures that the encoder and decoder clock operate at
the same frequency such that the decoder bu�er will
not overow or underow. On the other hand, ATM
networks vary in delay in delivering the data stream
from encoder to decoder. This type of variation in
the network delay is known as network introduced
jitter and is called cell delay variation (CDV). Due
to this jitter, the decoder bu�er behaves di�erently
from the encoder bu�er. In general we assume the
decoder bu�er operates in a clock frequency that os-
cillates slightly about that of the encoder bu�er, which
may cause the decoder bu�er either underow or over-
ow.
Until now, most strategies of preventing decoder

bu�er from underowing or overowing are consid-
ered from the source side by using rate control scheme
without considering the ATM network jitter [9] [6] [5].
In this paper, a novel approach to analyze the de-
coder bu�er behavior in the presence of network jit-
ter is proposed. First, we derive a statistical model
of MPEG2 transport stream (TS) packet interarrival
time. Speci�cally, the probability density function
(PDF) of the AAL5 PDU interarrival time in destina-
tion is derived from an assumed model of the bit rate
in the source and an assumed model of ATM network
jitter. Based on this model and the MPEG2 System
Target Decoder, we simulated the behavior of the de-
coder bu�er. Simulation results are shown in terms of
the relation between average bu�er size vs. utilization
and that between packet loss ratio (PLR) vs. bu�er
size. These relations are important for designing the
decoder bu�er.
The rest of this paper is arranged as follows: In Sec-

tion II, an overview of the MPEG-2 system and timing
model is presented. Section III describes the MPEG2
transport scheme over ATM networks. Section IV de-
rives the PDFs of AAL5 PDU interarrival times, which
is equivalent to the PDF of the TS packet interarrival
times by a scaling factor. Section V presents results

1



Proceedings of the IEEE ATM'96 Workshop, August 25-27, 1996, San Francisco, CA 2

of a simulation study of the decoder bu�er based on
the PDF derived from Section IV. In Section VI, a
conclusion is given, along with a discussion on further
work.

II. Overview of MPEG2 System and
Timing Model

As stated above, MPEG2 supports a large num-
ber of applications, including terrestrial digital TV
broadcasting, 2-way communication, video on de-
mand, video on LANs, and HDTV over cable, satellite,
terrestrial and broadband networks. It also supports
interactive video, such as video on multimedia work-
station.
The MPEG2 system �rst packetizes elementary

streams (compressed video sequences) to produce PES
(packetized elementary streams) packets. PES packets
are further combined with system information to form
Transport Streams (TSs) or Program Streams (PSs)
by multiplexing. The PS results from combining one
or more PES packets into a single stream all of which
have a common time base. The PS is designed for use
in error-free environments and is suitable for applica-
tions which involve software processing of system in-
formation such as interactive multimedia applications
on CD-ROM. PS packets may be of variable and rel-
atively great length. The TS combines one or more
programs with one or more independent time bases
into a single stream. A program here is a collection of
elementary streams with a common time base. The TS
is designed for use in environments where the errors
are likely, such as lossy or noisy storage or transmis-
sion media, e.g., video distribution over long distance
networks and in broadcasting system, in which packet
losses may occur. The TS packets are of �xed length of
188 bytes. In this paper, we only consider TS packets.
Next we will mainly address the timing issue in

MPEG2 system. MEPG2 system assumes that the
delay from the encoder to the decoder (end to end de-
lay) is constant[1]. There is a single common system
clock in the encoder, and this clock is used to cre-
ate time stamps that indicate the correct presentation
time (Presentation Time Stamp-PTS) and decoding
time (Decoding Time Stamp-DTS), as well as to cre-
ate time stamps that indicate the instantaneous value
of the system clock itself (System Clock Reference-
SCR in Program Stream; Program Clock Reference-
PCR in transport Stream). The PCR was sent at
least at every 100ms or at a equivalent frequency of 10
Hz. The recreation of the system clock in the decoder
and the correct use of the time stamps (DTSs and
PTSs) provide a synchronization between the encoder
and the decoder. Since the decoding timing a�ects
the behavior of the decoder bu�er, correct recovery
of the PTS and DTS in decoder guarantees that the
decoder bu�ers will not overow nor underow. The
correct PCR value can be used to set the instanta-
neous value of the decoder STC. In practice, in order
to match the decoder STC with encoder's STC, the
decoder STC must slave its timing to encoder using
the received PCR. The usual method of slaving the
decoder's clock to the received data stream is via a
phase-locked-loop(PLL) [1].

If a network varies in delay in delivering the data
stream from encoder to decoder, such variations tend
to cause a di�erence between the received PCR and
the actual PCR. Since the received PCR value is used
to set the instantaneous value of the decoder's STC,
this may cause the decoder STC to uctuate when the
PLL is used to recover the source clock from the re-
ceived PCR. When recovered STC is not at the same
frequency as that in the encoder due to jitter, bu�er
fullness of the decoder can't be maintained to a level
compatible with that of the encoder. This causes the
decoder to be either overew or underew. In appli-
cations where a signi�cant amount of PCR jitter is
present at the decoder, additional bu�er space at the
decoder is needed to absorb the jitter.

III. MPEG2 Transport over ATM
Networks

The issue of how to transport MPEG2 over ATM
network has been debated for a while. The topics of
discussions include the class of service (CBR-constant
bit rate vs. VBR-variable bit rate) for ATM connec-
tion, the ATM adaptation layer to be chosen and the
kinds of additional functionalities above ATM network
to be provided (including clock recovery in the pres-
ence of jitter and error concealment).
MPEG2 TS packets will be adapted before entering

ATM networks. For this adaptation, several layers are
de�ned based on the class of service. ATM adapta-
tion layer 1 (AAL1) has been de�ned to support CBR
tra�c, and an adaptive clock method to smooth the
network jitter has been proposed. The downside of
AAL1 is that too much overhead is needed. AAL2
was proposed for VBR tra�c. However, it was not
well-de�ned and has not been considered so far. ATM
adaptation layer 5 (AAL5) originated for available
bit rate (ABR) data transportation can support both
CBR and VBR video. Recently, the ATM Forum has
reached an agreement on transporting MPEG2 over
ATM networks using AAL5[11].
When transporting MPEG2 over ATM networks

using AAL5, MPEG-2 TS packets are mapped into
AAL5 packets with a null service speci�c convergence
sublayer (SSCS). The mapping of MPEG-2 TS packets
into the AAL5 service data unit (SDU) will be referred
to as 1/N mapping. The default AAL5 CPCS-SDU
(Common Part Convergence Sublayer) size is 2 TS
packets, i.e., N=2. An AAL5 PDU containing 2 TS
packets can be converted to 8 AAL5 cells. The �rst 7
AAL5 cells have 48 bytes payload each, and the last
AAL5 cell has 40 bytes payload plus an 8-byte trailer.
Finally, the 5-byte ATM cell header is added to all 8
AAL5 cells to form 8 ATM cells with 53 bytes each.
To transport MPEG2 TS streams over ATM net-

works, from ATM networks side, it is standardized by
the ATM Forum that �rst, connection admission con-
trol (CAC) is needed between user and network for a
call setup (policing) to indicate call rejection or ac-
ceptance based on required QoS (Quality of Service).
Once a connection is established, then secondly, us-
age parameter control (UPC) is used which employs a
leaky bucket (for CBR) or multiple leaky buckets (for
VBR) to monitor the tra�c (tra�c shaping).
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At the destination, an AAL5 PDU is re-assembled
by accumulating eight ATM cells. Then N (=2) TS
packets are recovered from an AAL5 PDU. The details
will be discussed in the next section. Due to the use of
statistical multiplexing in ATM switches, the jitters in
cell delay are accumulated to generate the AAL5 PDU
jitter, and consequently TS packet jitter. Here the de-
lay jitter means a time deviation from the expected
constant delay. Jitter is dimensioned in units of sec-
ond. In this paper we only consider the jitter resulting
from the ATM switches, but not the jitter incurred in
the assembling and reassembling AAL5 PDUs.

IV. Modeling of AAL5 PDU
Interarrival Time in the Presence of

Network Jitter

To model the bit rate of a video source, two classes
of tra�c models have been investigated, i.e., the sin-
gle source model and the multiplexed source model.
The multiplexed source model is usually used in traf-
�c management because of the capability of capturing
the e�ects of statistically multiplexing bursty sources.
Single source modeling is usually used for constructing
a tra�c descriptor, or used for end-to-end rate-control.
In this paper, we use the single source model for ob-
taining the PDF of AAL5 PDU interarrival time in
the source side. Based on this model, we simulated
the interarrival times of the TS packets.
Single source modeling has been considered for one-

layer coding and two-layer coding. For one layer cod-
ing, usually two models are used: discrete autoregres-
sive (DAR) [4], [12] and discrete state continuous time
Markov model [10], [8]. A model for two-layer coding
is presented in [3]. In this paper, we only consider a
video source generated by one-layer coding. For anal-
ysis convenience, we use the DAR model, which was
�rst proposed by Heyman et al., [4] for video con-
ference tra�c. This model was later extended by
Yugenoglu et al. [12] and applied to full motion video.
In [12], a three-class AR model was used to model I,
B and P frames and the PDF of the total bitrate is
approximated by a composite Gaussian function. Let
p1; p2 and p3 (

P3

i=1 pi = 1) denote the steady state
probability of the state 1, 2 and 3, then from the 3-
class AR model, the PDF of bitrate (R) is described
by[12]:

fR(R) =
3X
i=1

piG(�(i); �
2(i);R); (1)

where G(�(i); �2(i);R) is the Gaussian PDF with
mean �(i) and variance �2(i). This bit rate model
is used in this study.
Next we will show how to obtain the PDF of AAL5

PDU interarrival time in the source from the above
PDF of the bitrate. To show the relation between
the interarrival time and the bitrate, Fig. 1 illus-
trates AAL5 PDU packetization process. Fig. 1(a)
is the relation between bitrate and time, Fig. 1(b) is
the resulting AAL5 PDU after packetization, and Ti is
the interarrival time between AAL5 PDU i and AAL5
PDU i + 1 at the output of the encoder. Note that

each AAL5 PDU contains two consecutive TS pack-
ets, which has a total length of C = 376 bytes. From
Fig. 1(a), we obtain

Z ti+Ti

ti

R(t)dt = C: (2)

Usually, the magnitude of R is very large and that of
Ti is relatively very small, so we can approximate the
above equation to

Ri � Ti = C: (3)

Thus we have

Ti =
C

Ri

: (4)

From the above equation, we obtain th PDF TPDU;S

of the AAL5 PDU interarrival time at the source side:

fTPDU;S
(T ) =

C

T 2
fR(

C

T
); (5)

where fR(�) is the PDF of the bitrate of the video
source.
Recall that each AAL5 PDU is split into eight ATM

cells after adding proper trailer and ATM header in-
formation. In the destination side, after transporting
through ATM networks, the AAL5 PDU interarrival
time is equal to the AAL5 PDU interarrival time in
the source (TPDU;S) plus the network introduced jit-
ter. Using TPDU;N to represent the AAL5 PDU jitter,
i.e., the PDU delay variation (PDV), then the inter-
arrival time of AAL5 PDU in the decoder is:

TPDU;D = TPDU;S + TPDU;N : (6)

Next we will determine the relationship between the
PDV and the CDV. After AAL5 re-assembly in the
destination, 8 ATM cells are formed into an AAL5-
PDU. This process is illustrated in Fig. 5. Let the
PDF of the CDV, TCDV , be fTCDV

(T ), and assuming
that the jitters of the 8 ATM cells are independent,
then the PDF of an AAL5-PDU jitter, TPDU;N , is
equal to the convolution of the PDF of the TCDV

with itself eight times, i.e,

fTPDU;N
(T ) =

convolve eight timesz }| {
fTCDV

(T ) � fTCDV
(T ); (7)

where * denotes convolution. In general the statistics
of the network introduced jitter are unknown except
that its average is zero [7]. Until now, most studies
assume that the PDF of the CDV follows the Lapla-
cian or Gaussian distribution. For simplicity, in this
paper, we assume the CDV is a zero mean Gaussian
random variable with variance �2, i.e.,fTCDV

(T ) =

G(0; �2;T ). Then, fTPDU;N
(T ) is also Gaussian, i.e.,

fTPDU;N
(T ) = G(0; 8�2;T ). For representation sim-

plicity, from now on we use fPDU;D(T ) , fPDU;S(T )
and fPDU;N (T ) represent fTPDU;D

(T ), fTPDU;S
(T )

and fTPDU;N
(T ), respectively. From Eq.(6), the PDF
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of the AAL5 PDU interarrival time in the destination
is given by:

fPDU;D(T ) =

Z T

0

fTPDU;S;TPDU;N
(x;T � x)dx; (8)

where fTPDU;S;TPDU;N
(x; y) is the joint PDF of

TPDU;S and TPDU;N . If we assume TPDU;S and
TPDU;N are independent, then

fPDU;D(T ) = fPDU;S(T ) � fPDU;N (T )

=

Z T

0

fPDU;N (T � x)fPDU;S(x)dx: (9)

After AAL5-PDU de-accumulating, 2 consecutive
TS packets are obtained from an AAL5-PDU. Assum-
ing the de-accumulating process has a constant delay,
the interarrival time between pairs of TS packets is
equal to the interarrival time of an AAL5-PDU. On
the other hand, the interarrival time between the two
adjacent TS packets in one AAL5 PDU is zero. Fig. 2
illustrates an example of the PDF of TPDU;D, which
is obtained by using simulation parameters given in
the next section.
From the PDF in Eq.(9), we can derive the PDU

interarrival rate by:

�PDU =
1

EfTPDU;Dg
: (10)

Recall that each AAL5 PDU contains two TS packets,
therefore, the arrival rate of the TS packets is:

�TSP = 2�PDU : (11)

In the next section, we will analyze the decoder bu�er
behavior.

V. Simulations of Decoder Bu�er
Based on the PDF of the AAL5 PDU

Interarrival Time

Decoder bu�er usually operates at the same clock
frequency as the encoder so that decoder bu�er can
avoid underowing and overowing. The system clock
in the decoder is recovered from PCRs embedded in
TS packets. Jittered PCRs can cause uctuation of
the recovered STC, thus result in inaccurate DTSs
which may cause decoder to underow or overow.
In order to absorb the network introduced jitter, usu-
ally additional jitter bu�er is needed. However, little
has been done in the analysis of the decoder bu�er
behavior when the jitter is present. This problem is
investigated in this section.
In our simulation, we assume that the rate of

MPEG-2 video source has composite Gaussian distri-
bution given in Eq.(1). The steady state probabilities
of the Markov chain for the three states are chosen to
be p1 = 0:344, p2 = 0:194 and p3 = 0:462, respec-
tively [12]. The mean and standard derivation are set
to �1 = 37; 482 bits per frame (106.48 ATM cells or
26.62 TS packets) and �21 = 2401 bits (6.82 cells or

1.71 TS packets) per frame for state 1, �2 = 49; 203
bits (139.78 ATM cells or 34.95 TS packets) per frame
and �22 = 2461 (6.99 cells or 1.75 TS packets) per
frame for state 2, and �3 = 71; 108 bits (202.01 cells
or 50.50 TS packets) per frame and �23 = 13238 bits
(37.61 cells or 9.4 TS packets) per frame for state 3
[12]. Starting from this source model, following Eq.
(9) in Section IV, and assuming the standard deriva-
tion of jitter is 0.1 ms, we can obtain the PDF of
the AAL5 PDU interarrival time in the decoder side.
From this, we can generate the AAL5 PDU interar-
rival process, a random sequence representing the time
of arrival. From the bit-rate generated based on the
composite Gaussian model, we also generate a random
sequence that represents the number of packets in suc-
cessive frames, which can provide us the bu�er service
time.
We simulated the decoder bu�er based on the

MPEG-2 Transport Stream system target decoder
(T-STD), which is a hypothetical decoder (reference
model). T-STD provides a formalism for timing and
bu�ering relationship. The entire decoder bu�er con-
sists of two bu�ers, one is called the transport bu�er
(TB) and another one is called the main bu�er (B)
or elementary steam bu�er. The decoding process is
illustrated in Fig. 3. Data from an MPEG2 TS enter
the T-STD at a piece-wise constant rate. The ith byte
of the TS, M (i), enters the TB at time t(i) which can
be recovered from the input stream by decoding the
input PCR �eld [1]. Each complete transport packet
which has entered TB is removed instantaneously and
immediately placed in bu�er B at a time speci�ed as
latency following the time when one-half of the trans-
port packet has entered B. The symbol tb(p) indi-
cates the time when the pth transport packet of the
TS enters B. The main bu�er consists of a multiplex-
ing bu�er and a Video Bu�er Veri�er (VBV). For the
main bu�er, all the data for the jth access unit, A(j),
is removed instantaneously at its decoding time td(j).
Here an access unit means the coded representation of
a picture frame. The T-STD decoder shall remove the
access unit data from the main bu�er at the earliest
time consistent with the de�ned decoding time and
DTS or PTS value encoded in the bitstream. In the
non-progressive and low-delay mode, when the bu�er
does not contain the complete data for an access unit
at its decoding time, the bu�er is re-examined at a
regular interval until the complete data is present in
the bu�er. Packet loss occurs when the bu�er is full.
The so-called \picture skipping" is permitted to occur
continuously without limit. Not that the decoder may
be unable to reestablish correct decoding and display
times until the \skipped pictures" ceases.
In our simulation, we have simulated the low-delay

mode for �eld structure frames. In this simulation, the
decoding process is as follows: we �rst generate packet
arrivals based on the PDF of packet interarrival time,
we then check whether an access unit is complete at
an interval of one �eld period. Speci�cally, the time
interval between two successive examinations follows

td(j + 1) � td(j) = 1=(2R); (12)

where R is chosen to be 30 frames/second. If all the
data in an access unit are complete, then this access
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unit is removed immediately. Otherwise we check at
an interval equal to the �eld time (1/2R) until all the
data in this access unit are complete. The time re-
quired to remove a TS packet is derived from an as-
sumed server bandwidth (BW), which is the speed at
which the bits are removed. The service rate is de-
termined as �TSP = BW=(188 � 8) packets/second.
The packet interarrival rate is calculated according to
Eq. (11) in which the mean the mean interarrival time
EfTPDU;Dg is estimated from the generated interar-
rival times. Two �gures are drawn from the simula-
tion results. Fig. 4 is the relation between the average
queue size vs. server utilization. Here the server uti-
lization is de�ned as � = �TSP =�TSP . Di�erent server
utilizations are simulated by varying the server BW .
Fig. 6 is the simulation result of the PLR vs bu�er size
for a given server utilization � = 0:15.
From Fig. 4, we can see that the average queue

size (bu�er occupancy) is varied with the server band-
width. From Fig. 6, it can be seen that to prevent
decoder bu�er overow, we have to choose the bu�er
size based on the server bandwidth and arrival rate.
We also see that if we want the packet loss ratio in the
decoder bu�er to be low, we need large bu�er size to
accommodate packets arriving in bursts.

VI. Conclusion and Discussion

In this work, modeling and simulation are con-
ducted for VBR tra�c in the presence of ATM net-
work jitter. To the best of our knowledge, it is the
�rst time that joint analysis and simulation of VBR
tra�c and network jitter are considered. The sim-
ulation is implemented based on the decoding tim-
ing requirement of MPEG2 T-STD and the derived
PDF of transport streams (TS) packet interarrival
time from a video source bitrate model and an net-
work jitter model. The analysis and simulation results
show the relationship between the decoder bu�er and
cell loss. The tradeo� and interaction between the de-
coder bu�er size and cell loss ratio are addressed for
a given network jitter. When packet losses occurs, a
feedback informationmay be sent to the encoder to in-
form the encoder to change the bitrate. Studying the
decoder bu�er behavior in the presence of network jit-
ter (usually people assume that it is the same as the
encoder bu�er) , possibly with decoder feedback in-
formation to encoder, remains an open topic of our
further research.
In this paper, we did not consider tra�c shaping.

When tra�c shaping is considered, the CDV for a sin-
gle stream can be reduced to some degree. However,
the CDV due to multiplexing of multiple streams can-
not be eliminated. For the tra�c shaping, the key is-
sue is to determine the Peak Cell Rate at which to per-
form the tra�c shaping. Further research will study
the impact of tra�c shaping on the decoder bu�er for
VBR tra�c in the presence of network jitter.
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Appendix A Glossary of Acronyms
AAL: ATM adaptation layer
ABR: Available Bit Rate
ATM: Asynchronous Transfer Mode
BISDN: Broadband Integrated Service Digital Network
CAC: Connection Admission Control
CBR: Constant Bite Rate
CDV: Cell Delay Variation
CPCS: Common Part Convergence Sublayer
DTS: Decoding Time Stamps
GCRA: Generic Cell Rate Algorithm
LAN: Local Area Network
HDTV: High De�nition Television
LPF: Low Pass Filter
MPEG: Moving pictures experts Group
NPC: Network Parameter Control
PCR: Program Clock Reference
PDF: Probability Density Function
PDU: Protocol Data Unit
PDV: AAL5 PDU Delay Variation
PES: Packetized Elementary Stream
PLL: Phase Locked Loop
PLR: Packet Loss Ratio
PS: Program Streams
PTS: Presentation Time Stamps
QoS: Quality of Service
SSCS: Service Speci�c Convergence Sublayer
SAR: Segmentation and Reassembly
SCR: System Clock Reference
SDU: Service Data Unit
STC: System Time Clock
STD: System Target Decoder
TS: Transport Streams
T-STD: Transport Streams System Target Decoder
UPC: User Parameter Control
VBR: Variable Bite Rate
VBV: Video Bu�er Veri�er
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Figure 1: The process of packetization into AAL5
PDUs.
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Figure 2: An example of the PDF of the AAl5 PDU
interarrival time (with jitter).
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Figure 3: MPEG-2 Transport Stream system target
decoder.
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Figure 4: Simulation of average queue size vs sever
utilization.
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Figure 5: The process of demultiplexing into TS packets.
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Figure 6: Simulation result for packet loss ratio vs queue size with � = 0:15.


