ABSTRACT
A fundamental issue of underwater acoustic (UWA) communications is large propagation delays due to water medium, which has posed a big challenge to improving the performance of UWA networks. A new direction to address this issue is to take advantage of large propagation delays rather than enduring them as a disadvantage. Recent advances in time-based interference alignment (IA), or propagation delay (PD)-based IA, promise a great potential to turn the adverse effect of large propagation delays into something that is beneficial to throughput improvement. The goal of this paper is to investigate PD-IA in a multi-hop UWA network. We develop an analytical PD-IA model with a set of constraints that guarantee PD-IA feasibility at the physical layer. Based on this model, we develop a distributed PD-IA scheduling algorithm, called SHARK-IA, to maximally overlap interference in a multi-hop UWA network. Simulation results show that SHARK-IA algorithm can improve throughput performance when compared to an idealized benchmark algorithm with perfect scheduling and zero propagation delays. Further, the throughput gain increases with the volume of interference in the network.

1. INTRODUCTION
The growing need for oceanographic data collection, remote sensing, and tactical communications has led to a surge of research efforts in the area of underwater acoustic (UWA) networks [1]. A fundamental issue in UWA networks is the large propagation delays associated with slow speed of sound when traveling in water (1500 m/s) [18]. For instance, it takes about 2/3 seconds for sound to travel 1 km in water. Such large propagation delay poses a major barrier on the performance of UWA networks.

In the wireless networking community, there have been active research efforts to design efficient algorithms and protocols that took into account large propagation delays in UWA networks [7, 8, 10, 14, 15, 16, 17]. Most of these efforts considered the large propagation delay issue and attempted to develop protocols and algorithms that work around it. In this paper, instead of considering large propagation delays as an adversary, we exploit propagation delays as an advantage for throughput improvement in UWA networks. This is accomplished by time-based interference alignment (IA) technique, which we call propagation delay based IA (PD-IA). PD-IA exploits large propagation delays so that interference from different transmitters can overlap in the same time intervals, allowing more time intervals for data transmission.

1.1 PD-IA: A Motivating Example
To see how PD-IA works in UWA networks with large propagation delays, consider a 4-link network shown in Fig. 1(a), where the solid lines represent intended links and dashed lines represent interference. The propagation delays between any transmit and receive nodes can be computed based on the distances between the nodes and the speed of sound in water (1500 m/s). Suppose that the data transmission is done on time slots, with each time slot carrying 15 OFDM symbols and each OFDM symbol having 85.5 ms duration [12]. Then the normalized propagation delays (with respect to the OFDM symbol duration time) between the transmitters and receivers can be computed, as shown in Table 1. Suppose that we schedule OFDM symbol payload at each transmitter as in Fig. 1(b), where the shadowed intervals represent payload while empty intervals represent idle time. Then at each receiver, it receives its desired symbol stream, plus three interfering symbol streams. Based on their respective propagation delays in Table 1, the received symbol streams at each receiver are shown in Fig. 2. We can see that the desired symbol stream at each receiver is completely separated (no overlap) from the other three interfering streams, thanks to the payload scheduling in Fig. 1(b) in conjunction with the underlying propagation delays between the nodes. For example, in Fig. 2(a), the desired symbols at receiver \( R_1 \) (from \( T_1 \)) are completely free of interference from the other three interfering streams. On the other hand, there is overlap among the symbols from the three interfering streams (\( T_2, T_3, \) and \( T_4 \)). Likewise, similar separation and alignment of desired and interfering symbols occur at receivers \( R_2, R_3, \) and \( R_4 \), as shown...
in Fig. 2(b), (c) and (d), respectively.

Quantitatively, in Fig. 2, we have a total of 21 payload symbols that are successfully transmitted over 15 symbol intervals. That is, this scheduling of payload symbols allows 6 more symbols to be transported over 15 symbol intervals, making an increase of 40% for spectral efficiency. As this example shows, the essence of PD-IA is the design of a scheduling algorithm to exploit the specific propagation delays between the transmitters and the receivers so that at each receiver, the interfering symbols overlap as much as possible while the desired symbols are free of interference.

1.2 Goals of This Paper

Although the idea of PD-IA has been studied by some researchers, the current results are either based on information theory (IT) perspective [3, 6] or limited to physical-layer/single-hop scenario [2, 5]. It remains unclear how PD-IA can be fully exploited in a complex multi-hop UWA network. The goal of this paper is to explore PD-IA in UWA networks so that the benefits of PD-IA can be reap at the network level. Specifically, we are interested in how to take advantage of PD-IA to improve throughput in a multi-hop UWA network with large propagation delays.

1.3 Main Contributions

We propose a TDMA-based frame structure for scheduling and data transmission in a multi-hop UWA network. Under this frame structure, we develop an analytical model for PD-IA in each time slot. Our model consists of a set of constraints such that at each receiver: (i) its desired payload symbols are received free of interference, and (ii) the interfering payload symbols are allowed to overlap.

Based on this model, we study a throughput maximization problem in a multi-hop UWA network with a set of sessions.

1.4 Paper Organization

The remainder of this paper is organized as follows. In Section 2, we develop a PD-IA model for UWA networks. In Section 3, we develop a distributed PD-IA scheduling algorithm. In Section 4, we present simulation results to validate the performance of our algorithm. Section 5 concludes this paper.

2 A PD-IA MODEL

In this section, we first describe the frame structure for scheduling and data transmission. Then, we develop a basic model to study PD-IA in a multi-hop UWA network.

2.1 A Frame Structure

We consider a TDMA frame structure in Fig. 3 for scheduling and data transmission in a network environment [18]. Each node repeats the same frame structure over time. As shown in Fig. 3, a frame is divided into T time slots, each of which consists of a guard interval and M OFDM symbols. A guard interval is employed at the head of each time slot to eliminate the “tail effect” of the previous time slots from unintended transmitters. That is, the use of guard interval in a time slot allows independent PD-IA scheduling of time slots at all nodes in the network. To serve this purpose, the duration of guard interval should be greater than the maximum propagation delay between any two interfering nodes.

Each OFDM symbol consists of two parts: cyclic prefix (CP) and valid symbol. The part of valid symbol can be used to carry payload packet and the part of CP is used to eliminate the “multipath effect” of channel. We note that our PD-IA scheduling does not require the existence of light-of-
sight channel between any two nodes as [6], since the OFDM modulation can effectively eliminate the inter-symbol interference (ISI) caused by the multipath channel. For example, the OFDM modulation in [12] has a CP of 20 ms duration. Since the delay caused by the multipath channel in UWA networks is typically less than 11 ms [19], this OFDM modulation can completely eliminate the ISI caused by multipath channel.

In this frame structure, half-duplex of a node’s transceiver is on time slot level. That is, a node would not change its status (transmitting, receiving, or idling) within a time slot, and can only change its status for a different time slot. In each time slot, the smallest granularity of our PD-IA scheduling is the OFDM symbol. Specifically, for each OFDM symbol, our PD-IA scheduling algorithm is to determine whether or not it is used to carry payload packet.

2.2 Constraints for OFDM Symbol Payload

We study the constraints for PD-IA scheduling in each time slot to ensure that at each receiver, its desired payload OFDM symbol is free of interference. Denote L as the set of links that are traversed by the sessions in the network. Denote Tx(l) and Rx(l) as the transmit and receive nodes of link l ∈ L, respectively. Referring to Fig. 4, denote P_l as the set of links whose transmitters are interfering with Rx(l). Similarly, denote Q_l as the set of links whose receivers are being interfered with by Tx(l). Now consider Rx(l). Rx(l) receives both of the desired signal from Tx(l) and the interfering signals from Tx(k), l ∈ P_l. Suppose that all transmit nodes in the network are synchronized. Then the received signals from intended and unintended transmitters, after taking into consideration their respective propagation delays, will exhibit a time shift with respect to their time slots, as shown in Fig. 5(a). Denote δ_kl as the Cartesian distance between Rx(l) and Tx(k). Denote δ_{kl} as the time offset (in number of OFDM symbols) in a time slot between the desired signal and undesired signal (interference). Then we have

$$\delta_{kl} = \frac{d_{kl} - d_{lt}}{ct},$$

where c is the speed of sound in water and τ is the time duration of an OFDM symbol (e.g., τ = 85.5 ms in [12]). Note that a negative value of δ_{kl} indicates that the interfering transmit node Tx(k) is closer to Rx(l) than the intended transmit node Tx(l).

Referring to Fig. 3, denote m as the position of a symbol in a time slot, with 1 ≤ m ≤ M. Denote z_l(t, m) as the indicator of a symbol payload at position m in time slot t for link l. Specifically, z_l(t, m) = 1 if the symbol at position m in time slot t is a payload for link l and z_l(t, m) = 0 otherwise. For ease of exposition, denote 0 as the position of the guard interval in a time slot. Since a guard interval is filled with null symbols, we have z_l(t, 0) = 0 for l ∈ L and 1 ≤ t ≤ T.

To explore the constraints for symbol payload, we consider the case for Rx(l) and P_l and the case for Tx(l) and Q_l separately, as shown in Fig. 5(a) and (b), respectively.

3. SHARK-IA: A DISTRIBUTED PD-IA SCHEDULING ALGORITHM

Consider a multi-hop UWA network with a set of unicast sessions in the network (see Fig. 9 for example). The route from the source node of each session to its destination node is given a priori, which can be computed by some distributed...
routing protocol (e.g., Bellman-Ford algorithm [11]). We develop a distributed payload scheduling algorithm based on the proposed PD-IA model, with the objective of maximizing the minimum rate among the sessions. We first state our assumptions and then explain each key module in the algorithm.

### 3.1 Assumptions
We have the following assumptions in the design of SHARK-IA.

- Each session has a persistent and latency-tolerant traffic at its source. This assumption helps us to explore the full potential of PD-IA and simplify the discussion of the algorithm.
- The nodes in the network are well synchronized. Some distributed synchronization protocols (see, e.g., [20]) can achieve several microsecond synchronization error within 10 seconds in the UWA environment. Since the duration of OFDM symbol is at the level of 100 ms (e.g., 85.5 ms [12]), our scheduling algorithm is robust to the synchronization error.
- Every node knows the location information of its neighboring nodes. Based on the location information, a node can compute the value of propagation delays between itself and its neighboring nodes. Since the existing distributed localization schemes can achieve the accuracy of 1 m for a 3 km x 4 km area [4], the propagation delay error caused by the inaccurate location information is less than 1 ms. Our scheduling algorithm is also robust to the location information error since it does not require perfect alignment of the OFDM symbols.
- Each node in the network can exchange scheduling information with those nodes inside its interference range. This is a mild assumption since there are many ways to achieve it in a distributed environment. Given that this is not our contribution, we skip its discussion to conserve space.

Since the goal of this paper is to outline a distributed algorithm to show the benefits of PD-IA in a multi-hop network, issues associated with protocol design (e.g., message format, control packet delay and overhead, recovery from lost packet) are beyond the scope of this paper.

### 3.2 Algorithm Overview
In essence, the proposed distributed algorithm is a greedy algorithm that attempts to increase the minimum rate among all the links traversed by the sessions iteratively. This is equivalent to increasing the rate on each link traversed by each session iteratively (a link traversed by multiple sessions will be considered for multiple times). For a given link, the algorithm attempts to increase its rate by finding a symbol interval that can be used for a payload. Among the eligible symbol intervals, the final choice is determined by IA, in the sense that we wish to have the interference from this symbol to overlap with as many interfering symbols from other links as possible. If we cannot find any such eligible symbol interval in a frame on link \( l \), then we attempt to make some adjustment on the current payload structure in sets \( P_l \) and \( Q_l \) so that some symbol interval can be used for a new payload on link \( l \).

The state information that each link \( l \) maintains is listed in Table 2. The state information is initialized as follows: \( s_i(\ell, t) = \text{"IDLE"} \) for \( \ell \in \mathcal{L} \), \( i \in \{\text{Tx}(\ell), \text{Rx}(\ell)\} \), and \( 1 \leq t \leq T \); \( z_{\ell}(t, m) = 0 \) for \( \ell \in \mathcal{L} \), \( 1 \leq t \leq T \), and \( 1 \leq m \leq M \).

The flow chart of our scheduling is presented in Fig. 6. As shown in the figure, there are three main modules in the algorithm: link ordering, payload-IA, and payload adjustment. Next, we explain each of them in detail.

### 3.3 Link Ordering Module
Our proposed distributed algorithm is a greedy algorithm that attempts to increase the minimum rate among all the links traversed by the sessions iteratively. This is equivalent to increasing the rate of each link traversed by each session iteratively. A straightforward approach is to order all the links traversed by the sessions into a list (a link traversed by multiple sessions will be on the list for multiple times) and consider the links in the list sequentially. Here, we find that the ordering of the links in this list plays an important role in the performance of the algorithm. In our algorithm, we propose to order the links in the list based on their “interference burden”, which is defined as follows.

**Definition 3.1.** The interference burden of a link \( l \in \mathcal{L} \), denoted as \( b_l \), is defined as the number of links in \( P_l \) and \( Q_l \), i.e., \( b_l = |P_l| + |Q_l| \).

By ordering the links in the list based on non-increasing values of interference burden, we are exploiting the most opportunity for interference overlapping from the beginning. The details of how to schedule a symbol payload for a link by exploiting PD-IA will be explained in Sections 3.4 and 3.5. Note that each iteration considers one link in the list. After all the links in the list are considered sequentially, the algorithm returns to the first link in the list in a cyclic manner until the algorithm terminates.

For distributed implementation, we assume that there is a dedicated control channel for scheduling. The status of start or completion of a particular iteration is shared among the nodes via this control channel. To find the order of a link in the link ordering list in a distributed network, we adopt the distributed ranking algorithm by Zaks [21]. Zaks’ algorithm was proposed to solve the problem of ranking the nodes in a network with a given initial value in non-decreasing order. To adopt this node ordering algorithm for our link ordering problem, we can have the receiver of link \( l \in \mathcal{L} \) maintain the link’s interference burden \( b_l \) and then execute the distributed ranking algorithm by treating \( 1/b_l \) as its initial value (as we are interested in a non-increasing order of links).
only if this interval is in both $\mathcal{M}_i$ and $\mathcal{M}_j$. Denote $\mathcal{M}$ as the set of such eligible intervals on link $l$, i.e., $\mathcal{M} = \mathcal{M}_i \cap \mathcal{M}_j$. Although all symbol intervals in $\mathcal{M}$ are eligible for payload, which symbol interval to choose from $\mathcal{M}$ for payload in this iteration is important. Our approach is to choose the one that can create the most interference overlapping shadows on the other links, since this will exploit IA to the fullest extent.

We now consider a link $k \in \mathcal{Q}_l$ and its receive node Rx$(k)$. For Rx$(k)$, denote $y_k(t, n)$ as the amount of interference overlapping shadows on its $n$-th symbol interval in time slot $t$ on link $k$, which we define as follows:

$$y_k(t, n) = \sum_{h \in \mathcal{P}_k} \left[ z_h(t, f^L_k(n)) + z_h(t, f^R_k(n)) \right],$$

$$k \in \mathcal{Q}_l, 1 \leq t \leq T, 1 \leq n \leq M.$$

As shown in Fig. 4 and Fig. 5(b), symbol interval $m$ from node $i$ (i.e., Tx$(l)$) is overlapping with the $g^L_k(m)$-th and $g^R_k(m)$-th symbol intervals at Rx$(k)$, $k \in \mathcal{Q}_l$. If the $g^L_k(m)$-th and $g^R_k(m)$-th symbol intervals at Rx$(k)$ are already interfered with by other links, then the setting of symbol interval $m$ in $\mathcal{M}$ for a payload will only align new interference on these already interfered intervals rather than adding interference on some non-interfered intervals. Therefore, we choose a symbol interval that would cast the maximum interference overlapping shadows on the links in $\mathcal{Q}_l$.

Denote $p_i(t, m)$ as the amount of interference overlapping shadows casted by symbol interval $m$ in $\mathcal{M}$ on the links in $\mathcal{Q}_l$. Then we have

$$p_i(t, m) = \sum_{h \in \mathcal{P}_k} \left[ 1^+ \left( y_k(t, g^L_k(m)) \right) + 1^+ \left( y_k(t, g^R_k(m)) \right) \right],$$

where $1^+(x)$ is an indicator function (i.e., $1^+(x) = 1$ if $x \geq 1$ and $1^+(x) = 0$ otherwise).

Denote $m^*$ as the symbol interval that leads to the maximum value of $p_i(t, m)$, $m \in \mathcal{M}$, i.e.,

$$m^* = \arg\max_{m \in \mathcal{M}} \max_{i \in \mathcal{M}_i} p_i(t, m).$$

Then the $m^*$-th symbol interval in time slot $t$ will be chosen as new symbol payload for rate increment.

**Update state information.** After choosing $m^*$-th symbol interval for payload, we update the state information for link $l$ as follows:

- At transmit node $i$, if $s_i(t, i) = \text{IDLE}$, then set $s_i(t, i) = \text{"TX"}$. Set $z_i(t, m^*) = 1$.
- At receive node $j$, if $s_j(t, j) = \text{IDLE}$, then set $s_j(t, j) = \text{"RX"}$. Set $z_j(t, m^*) = 1$.

It is easy see that the payload-IA module is amenable to local implementation as all operations of this module are performed at nodes $i$ and $j$ and their neighboring nodes.

### 3.5 Payload Adjustment Module

As described in Fig. 6, if the payload-IA module fails to increase the rate of the current link $l$, the payload adjustment module will be invoked. The goal is to increase link $l$’s rate by one symbol payload through adjusting payload structures on links in $\mathcal{P}_l$ and $\mathcal{Q}_l$. In this module, for current link $l$, we first identify a set $\mathcal{R}$ of symbol intervals over all time slots in a frame on Tx$(l)$ and Rx$(l)$ that meet half-duplex constraints but fail to meet the PD-IA constraints. Then we consider a symbol interval in $\mathcal{R}$ iteratively (starting from the one that requires minimum adjustment) and attempt to make some payload adjustments on links in $\mathcal{P}_l$ and $\mathcal{Q}_l$, with the goal of turning the current symbol interval into an eligible interval.
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Figure 8: A flow chart of payload adjustment module.

The module terminates once we turn an interval in \( R \) into an eligible interval or none of the symbol intervals in \( R \) works out. For the eligible interval, we set it to a payload and update the state information at nodes \( T_x(l) \) and \( R_x(l) \). A flow chart of the payload adjustment module is given in Fig. 8.

Finding a set of intervals for payload adjustment. Again we denote \( i \) and \( j \) as the transmit and receive nodes of the current link \( l \), i.e., \( i = T_x(l) \) and \( j = R_x(l) \). For ease of explanation, denote \( (t, m) \) as the \( m \)-th symbol interval in time slot \( t \).

At transmit node \( i \), we first identify a set of unused symbol intervals over the entire frame that meets half-duplex requirement (as explained in the payload-IA module), which we denote as \( R_i \), i.e.,

\[
R_i = \{(t, m) : z_i(t, m) = 0, s_i(t, i) = \text{"TX" or "IDLE"}\}.
\]

Likewise, at receive node \( j \), we identify a set of unused symbol intervals over the entire frame that meets the half-duplex requirement, which we denote as \( R_j \), i.e.,

\[
R_j = \{(t, m) : z_j(t, m) = 0, s_j(t, j) = \text{"RX" or "IDLE"}\}.
\]

We consider an unused symbol interval \( (t, m) \) and attempt to turn it into an eligible one only if it meets the half-duplex requirement at both transmit node \( i \) and receive node \( j \). Denote \( R \) as the set of such unused symbol intervals in a whole frame. Then we have \( R = R_i \cap R_j \). Based on the procedure of payload-IA module, we know that the (only) reason why a symbol interval in \( R \) is not eligible for payload is that it fails to meet the PD-IA constraints. To increase the rate of link \( l \) by one symbol payload, we attempt to consider a symbol interval in \( R \) one at a time and see if it can be turned into an eligible one by adjusting the current payload structures in sets \( P_l \) and \( Q_l \). Naturally, among the symbol intervals in \( R \), we start with the one that requires the minimum adjustment and so forth.

Suppose that the current unused symbol interval under consideration is \( (t, m) \). We now check how much payload adjustment on the links in \( P_l \) and \( Q_l \) is needed if we want to turn it to an eligible interval for payload. For transmit node \( i \), its symbol interval \( (t, m) \) is overlapping with symbol intervals \( (t, g^R_k(m)) \) and \( (t, g^H_k(m)) \) at \( R_x(k) \) for each \( k \in Q_l \). Should we set \( (t, m) \) to a payload at transmit node \( i \), we need to move symbol payloads in intervals \( (t, g^R_k(m)) \) and \( (t, g^H_k(m)) \), if they indeed carry payload, to other unused symbol intervals for each link \( k \in Q_l \). Denote \( q^i_k \) as the amount of required payload adjustment for setting a payload in interval \( (t, m) \in R \) on link \( l \) at \( T_x(l) \) (i.e., transmit node \( i \)), which we define as:

\[
q^i_k(t, m) = \sum_{k \in Q_l} \left( z_k(t, g^R_k(m)) + z_k(t, g^H_k(m)) \right).
\]

Likewise, at receive node \( j \), symbol interval \( (t, m) \) is overlapping with symbol intervals \( (t, f^R_k(m)) \) and \( (t, f^H_k(m)) \) from \( T_x(k) \) for each \( k \in P_l \). Should we set a payload in \( (t, m) \) at receive node \( j \), we need to move symbol payload in intervals \( (t, f^R_k(m)) \) and \( (t, f^H_k(m)) \), if they indeed carry payload, to other unused symbol intervals for each link \( k \in P_l \). Denote \( q^j_k \) as the amount of required payload adjustment for setting a payload in interval \( (t, m) \in R \) on link \( l \) at \( R_x(l) \) (i.e., receive node \( j \)), which we define as:

\[
q^j_k(t, m) = \sum_{k \in P_l} \left( z_k(t, f^R_k(m)) + z_k(t, f^H_k(m)) \right).
\]

Denote \( q_k(t, m) \) as the total amount of required payload adjustment for setting a payload in interval \( (t, m) \in R \) on link \( l \) at both \( T_x(l) \) and \( R_x(l) \). Then \( q_k(t, m) = q^i_k(t, m) + q^j_k(t, m) \). Among all symbol intervals in \( R \), we choose a symbol interval \( (t, m) \) that has the smallest value of \( q_k(t, m) \). Denote this symbol interval as \( (t^*, m^*) \). We have

\[
(t^*, m^*) = \arg \min_{(t, m) \in R} q_k(t, m).
\]

Payload adjustment on links in \( P_l \cup Q_l \). For interval \( (t^*, m^*) \), we try to make necessary payload adjustment on the links in \( P_l \cup Q_l \) with an attempt to turn this interval to an eligible one. Since link \( k \) may be in both \( P_l \) and \( Q_l \), we explain the operations for payload adjustment on each link \( k \) by three cases: \( k \in Q_l \setminus P_l \), \( k \in P_l \setminus Q_l \), and \( k \in P_l \cap Q_l \).

Case I: Consider link \( k \in Q_l \setminus P_l \). At \( T_x(k) \), its symbol intervals \( (t^*, g^R_k(m^*)) \) and \( (t^*, g^H_k(m^*)) \) are overlapping with symbol interval \( (t^*, m^*) \) from \( T_x(l) \). Thus, there are at most two intervals on link \( k \in Q_l \setminus P_l \) that need adjustment, i.e.,

\[
S_k^{Q_l} = \{(t^*, n) : z_k(t^*, n) = 1, n \in \{g^R_k(m^*), g^H_k(m^*)\}\}.
\]

If \( S_k^{Q_l} = \emptyset \), then no adjustment is needed. Otherwise, we perform the payload-IA module in Section 3.4 at nodes \( T_x(k) \) and \( R_x(k) \). If the payload-IA module successfully increases a payload symbol for link \( k \), then we release a payload symbol on link \( k \) by setting: \( z_k(t^*, n) = 0 \) for \( (t^*, n) \in S_k^{Q_l} \) at both \( T_x(k) \) and \( R_x(k) \). We repeat the above operation until both payload symbols in \( S_k^{Q_l} \) are released.

Case II: Consider a link \( k \in P_l \setminus Q_l \). At \( T_x(l) \), its symbol interval \( (t^*, m^*) \) is overlapping with symbol intervals \( (t^*, f^R_k(m^*)) \) and \( (t^*, f^H_k(m^*)) \) from \( T_x(k) \). Thus, there are at most two intervals on link \( k \in P_l \setminus Q_l \) that need adjustment, i.e.,

\[
S_k^{P_l} = \{(t^*, n) : z_k(t^*, n) = 1, n \in \{f^R_k(m^*), f^H_k(m^*)\}\}.
\]

If \( S_k^{P_l} = \emptyset \), then no adjustment is needed. Otherwise, we follow the same approach in Case I for the payload symbol relocation at nodes \( T_x(k) \) and \( R_x(k) \).

Case III: Consider link \( k \in P_l \cap Q_l \). At \( T_x(k) \), its symbol intervals \( (t^*, g^R_k(m^*)) \) and \( (t^*, g^H_k(m^*)) \) are overlapping
with symbol interval \((t^*, m^*)\) from Tx\((l)\); at Rx\((l)\), its symbol interval \((t^*, m^*)\) are overlapping with symbol intervals \((t^*, f^L_k(m^*))\) and \((t^*, f^R_k(m^*))\) from Tx\((k)\). Thus, there are at most four intervals on link \(k \in P_l \cap Q_l\) that need adjustment, i.e.,

\[
S^\text{tx,rx}_k = \{(t^*, n) : z_k(t^*, n) = 1, \ n \in \{g^L_k(m^*), g^R_k(m^*), f^L_k(m^*), f^R_k(m^*)\}\}.
\]

Again, if \(S^\text{tx,rx}_k = \emptyset\), then no adjustment is needed. Otherwise, we follow the same approach in Case I for the payload symbol relocation at nodes Tx\((k)\) and Rx\((k)\).

In the three cases, if any link \(k \in P_l \cup Q_l\) fails to relocate its payload symbols, we remove symbol interval \((t^*, m^*)\) from set \(R\) and consider the next symbol interval in \(R\), until the link rate is successfully increased or all symbol intervals in \(R\) are removed.

**Update state information.** If all the links in \(P_l \cup Q_l\) adjust their payload structure successfully for symbol interval \((t^*, m^*)\) on link \(l\), then we update the state information for link \(l\) as follows:

- At transmit node \(i\), if \(s_l(i, t') = \text{"IDLE"}\), then set \(s_l(i, t') = \text{"TX"}\). Set \(z_l(t^*, m^*) = 1\).
- At receive node \(j\), if \(s_l(j, t') = \text{"IDLE"}\), then set \(s_l(j, t^*) = \text{"RX"}\). Set \(z_l(t^*, m^*) = 1\).

It is not difficult to see that this module is amenable to local implementation as all operations of this module are restricted on the selected link and its neighboring links.

## 4. PERFORMANCE EVALUATION

To evaluate the performance of SHARK-IA algorithm, we first compare it to an idealized benchmark algorithm with perfect scheduling and zero propagation delays. We formulate it to an optimization problem and denote it as OPT-noIA. We also compare SHARK-IA algorithm to a centralized algorithm with perfect PD-IA scheduling. We formulate it to another optimization problem and denote it as OPT-IA. The optimal solution to OPT-noIA and OPT-IA may be obtained by using off-the-shelf optimization solver (e.g., IBM CPLEX [9]).

### 4.1 Simulation setting

We consider networks with 50 nodes being randomly deployed in a 5 km by 5 km area. Among the nodes in the network, there is a set of active sessions with their source and destination nodes being randomly selected among all the nodes. The route from the source node of a session to its destination node is found by the Bellman-Ford algorithm [11].

We assume that all the nodes have the same transmission range 1 km. At a receiving node, we assume that the interference is negligible if the power of the interference is less than \(-20\) dB of the power of its desired signal. Therefore, we set the interference range of a node to 4 km based on the relationship between path loss and distance in underwater acoustic environment [13, Figure 6]. A frame has \(T = 10\) time slots, each of which is comprised of a guard interval and \(M = 50\) OFDM symbols (see Fig. 3). For each OFDM symbol, we use the same parameters as the “VHF08 EXPERIMENT” in [12], i.e., an OFDM symbol is of 85.5 ms time duration (with a CP of 20 ms time duration). For simplicity, we normalize the time duration of a frame to one unit. We assume that fixed MCS is used for data transmission at payload (OFDM) symbols and each payload (OFDM) symbol carries one data unit.

### 4.2 A Case Study

Before presenting complete simulation results, we first show results for one network instance as shown in Fig. 9, which has 8 sessions marked by solid arrow line segments in the figure. We apply SHARK-IA algorithm to this network instance. It yields a solution with the objective value of 25 (within noticeable amount of time), meaning that the number of payload (OFDM) symbols that can be transported from the source node of each session to its destination node in a frame is 25. We then solve OPT-noIA problem by CPLEX and have an optimal objective value of 18. This implies that SHARK-IA can increase the network throughput by 38.9% when compared to PD-noIA.

### 4.3 Complete Simulation Results

We consider 7 cases with the above network setting: 1 session, 2 sessions, 3 sessions, 4 sessions, 8 sessions, 12 sessions, and 16 sessions. For each case, we study 100 network instances to obtain their average throughput. Figure 10 exhibits our simulation results, with x-axis being the number of sessions and y-axis being the total throughput of all sessions (i.e., average objective value \(\times\) the number of sessions). Note that when the number of sessions is greater than 3, the OPT-IA cannot be solved in acceptable amount of time (24 hours per network instance on Blueridge supercomputer at VT).

The simulation results yield the following conclusions: First, SHARK-IA significantly outperforms the OPT-noIA when the number of sessions is greater than two. Second, the throughput gain of SHARK-IA over OPT-noIA increases as the traffic in the network becomes more intensive. Third, when the number of sessions is small (\(\leq 3\)), SHARK-IA can achieve more than 80% optimal throughput of the centralized solution (by OPT-IA). Finally, for the network with more than 3 sessions, the optimal centralized solution (OPT-IA) cannot be obtained in reasonable amount of time, while SHARK-IA can yield a competitive solution very quickly.

## 5. CONCLUSIONS

In this paper, we exploited large propagation delays in UWA networks as an advantage instead of adversary. We developed a PD-IA model that specifies a set of constraints to ensure fea-
sibility of PD-IA at the physical layer. Based on this model, we studied a network throughput optimization problem with the goal of maximizing the minimum rate among a set of sessions. We developed a distributed PD-IA scheduling algorithm (SHARK-IA) that iteratively increases payloads in a time frame so that at each receiver, (i) the payload symbols from its intended transmitter can be received free of interference, while (ii) the interfering payload symbols from its unintended transmitters can maximally overlap. We validated the performance of SHARK-IA and found significant throughput gains when compared to the case with perfect scheduling and zero propagation delays. More importantly, we found that the throughput gain increases with the traffic intensity in the network, which shows that higher traffic intensity in the network can actually help increase the opportunity to achieve PD-IA.

Acknowledgments

This work was supported in part by the NSF and ONR. The work of Dr. S. Kompeila was supported in part by the ONR. Part of Prof. W. Lou’s work was completed while she was serving as a Program Director at the NSF. Any opinion, findings, and conclusions or recommendations expressed in this paper are those of the authors and do not reflect the views of the NSF.

6. REFERENCES


