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Abstract—The dominant spectrum sharing paradigm of today
is the interweave paradigm. This paper advocates a new and
alternative paradigm called United network of Primary and
Secondary networks (UPS). UPS allows a complete cooperation
between primary and secondary networks at the node level
to relay each other’s traffic, in addition to existing dynamic
spectrum access (DSA) in time, space, and frequency domains.
Such cooperation allows the primary and secondary networks
to access a much richer network resources from the combined
network. As a case study, we consider a problem with the goal of
supporting the rate requirement of the primary network traffic
while maximizing the minimum throughput of the secondary
sessions. For this problem, we develop an optimization model and
formulate a combinatorial optimization problem. Although this
problem is in the form of mixed integer linear program (MILP),
we can use CPLEX to solve it efficiently. Simulation results
show that the UPS paradigm offers much better throughput
performance than the interweave DSA paradigm.

I. INTRODUCTION

The prevailing paradigm for spectrum sharing between
primary and secondary networks considered in the research
community is called “interweave” [4]. Under this paradigm,
secondary cognitive radio (CR) nodes attempt to scavenge
wireless spectrum that is not used by the primary network.
This can be done by having the secondary nodes exploit trans-
mission opportunities in time, space, and frequency domains
[1], [3], [14]. Under the interweave paradigm, there is a clear
separation between the primary and secondary networks, in the
sense that there is no cooperation between the two networks
for data forwarding.

Recently, there are some efforts on having secondary net-
work help relay traffic for the primary network. These research
were motivated by the fact that given that the secondary
network is co-located with the primary network in the same
geographical region, the primary network may take advantage
of the secondary network, at the node level, to help forward
its data. To date, efforts along this direction (see, e.g., [5],
[6], [8], [9], [12], [13], [15]) have been limited to only having
secondary nodes help relaying primary users’ traffic. There
is no consideration of the converse (i.e., primary helping the
secondary), or a broader vision of a policy-base cooperation
between the two networks. Such limitation is mainly due to
the mindset by the current FCC rules on existing wireless
services and applications. However, as user application and
service requirements evolve over time, there is no reason why
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a primary network and a secondary network cannot cooperate
on the data plane for the greater benefit of both networks.

In this paper, we envision United network of Primary and
Secondary networks (UPS) that allows a complete cooperation
between primary and secondary networks to relay each other’s
traffic. Although such a paradigm may be ahead of its time in
practice, there is no reason why one should not investigate its
capability and potential from research perspective. The UPS
paradigm allows to pool together the resources from both the
primary and secondary networks so that users in each network
can access a much richer network resources from the combined
network. There are many potential benefits of UPS, such as
much improved network topology, opportunity of better power
control, more flexibility in link layer scheduling and network
layer routing, and a much richer set of service offerings
for users in the primary and secondary networks. Note that
the vision of UPS can still be configured to preserve the
special “privilege” or priority requirements that are previously
offered to the primary network. Such priority or guaranteed
services can easily be supported by implementing appropriate
administrative policies in the combined network.

As a case study of the UPS paradigm, we consider a
problem with the goal of supporting the rate requirements of
the primary sessions while maximizing the minimum through-
put of the secondary sessions. Since the primary network is
the owner of the spectrum, we may offer certain priority or
guaranteed service to primary traffic over the secondary traffic
in the combined network. On the other hand, we may not
offer any guarantee for secondary network traffic, which will
be supported on a best-effort basis based on any remaining
resources in the combined network. A number of technical
challenges must be addressed in this problem, such as how to
provide guaranteed service for primary traffic while supporting
as much as the secondary traffic as possible, how to select
the optimal relays and routing paths for each source and
destination pair, and how to coordinate the transmission and
interference relationship between the primary and secondary
nodes. For this problem, we develop an optimization model
and formulate a combinatorial optimization problem. Although
the problem is in the form of mixed-integer linear program
(MILP), we can use commercial software (e.g., CPLEX) to
solve it efficiently. Through simulation results, we demonstrate
that UPS paradigm can indeed offer much better throughput
performance than the existing interweave paradigm.

The remainder of this paper is organized as follows. In



Section II, we describe the state-of-the-art of spectrum sharing
paradigms. We also make a case for the UPS paradigm
for broader applications and discuss its benefits. Under the
UPS paradigm, we consider a case study in Section III, and
Section IV presents an optimization model for the case study.
Section V presents simulation result and Section VI concludes
this paper.

II. THE CASE OF UPS
A. State of the Art

Prevailing Paradigm. For resource sharing between primary
and secondary networks, the prevailing paradigm considered in
the research community is called “interweave” [4]. Under this
paradigm, the primary network “owns” the spectrum and uses
it without any concern of the secondary network. A secondary
network attempts to scavenge wireless spectrum that is not
used by the primary network for its own communication. This
can be done by having the secondary network exploit trans-
mission opportunities in time, space, and frequency domains
[1], [3], [14].

The essence of the interweave paradigm is opportunities
transmission. That is, the secondary network is only allowed
to exploit remaining radio resources in the background of
primary network activities. It is not allowed to interfere with
(or be noticeable to) the primary network. The rationale
behind this paradigm is that the primary network may be the
traditional wireless network who owns its spectrum, while the
secondary network is likely to be highly intelligent CRs and
can only use the same spectrum when they are not interfering
with the primary network. So there shall be no additional
requirements on the primary network for spectrum sharing and
all burden for opportunities transmission shall rest upon the
secondary network. Under the interweave paradigm, there is
no “mutual” interaction between the primary and secondary
networks in data forwarding, despite that the secondary net-
work pro-actively observes primary network’s activities and
exploits any remaining radio resources. That is, there is no
node-level resource sharing between the two networks.
Cooperative Relaying. Recently, there are some research
efforts on having the secondary network help relay traffic for
the primary network. This research was motivated by the fact
that given that the secondary network is co-located with the
primary network in the same geographical region, the primary
network may take advantage of the secondary network, at the
node level, to help its data transport. In [12], Simeone et al.
proposed to have the primary network lease its spectrum in
the time domain to the secondary network in exchange for
having the secondary network in relaying its data. In [15],
Zhang and Zhang formulated this model as a Stackelberg
game and a unique Nash equilibrium point was achieved for
maximizing primary and secondary users’ utilities in terms of
their transmission rates and revenue. In [13], Su et al. proposed
to have the primary network lease its spectrum in the frequency
domain to the secondary network to relay it data in order to
maximize the primary users’ energy saving and the secondary
users’ data rates. In [6], Jayaweera et al. proposed a new way

of encouraging primary users to lease their spectrum by having
the secondary users to place bids on the amount of power they
are willing to expend for relaying primary users’ traffic. In [5],
Hua et al. proposed a MIMO-based cooperative CR network
where the secondary users utilize MIMO’s antenna diversity to
help relay primary users’ traffic while transmitting their own
traffic. In [8], Manna et al. considered the three-node model
in [7]. The relay node is assumed to be a secondary node
and have MIMO capability. The primary transmitter leases
the second time slot to the secondary node (relay node) so
that the secondary node can use the time slot to help relay the
primary node’s traffic while transmitting its own data. In [9],
Nadkar et al. considered how to offer incentive (in terms of
time and frequency) to a secondary network to help transmit
primary user’s traffic. They studied a cross-layer optimization
problem that maximizes the transmission opportunities for the
secondary users while offering a guaranteed throughput to the
primary users.

In all these efforts involving node-level cooperation between
the primary and secondary networks, the focus has been
limited to have secondary nodes help primary nodes in relaying
primary users’ traffic. This is, however, only half of the story.
In this paper, we advocate a much greater cooperation between
the two networks.

B. UPS: An Overview

We envision United network of Primary and Secondary
networks (or “UPS” in short) that allows complete cooperation
between the two networks on the data plane in terms of
relaying each other’s traffic. Unlike previous efforts on node-
level cooperative relaying, which was limited to only allowing
secondary nodes to help relay primary users’ traffic, UPS
allows primary nodes to help relay traffic for the secondary
network. More important, the UPS paradigm allows to pool
all the resources from the primary and secondary networks
together and allows users in each network to access a much
richer network resources from the combined network. Figure 1
illustrates the concept of UPS, where the two networks united
together to form one combined network. Although the two
networks are combined into one at the physical level, priority
or service guarantee to the primary network traffic can still be
offered at the transport level, by implementing certain traffic
engineering policies.

It is not hard to see that there are many potential benefits
associated with the UPS paradigm. We briefly describe these
benefits as follows:

• Topology. Comparing to primary or secondary network
in isolation, the combined network allows both primary
and secondary networks a much improved connectivity
with nodes from both networks.

• Power Control. As more nodes fall in the maximum
transmission range of a primary or secondary node,
this node has more flexibility in choosing its next hop
node via power control. This flexibility can be exploited
for different upper layer performance requirements or
objectives.
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Fig. 1. Network topologies under the interweave and the UPS paradigms.

• Link Layer. The improved physical topology allows
more opportunities (as well as challenges) at the link
layer for medium access. Both the primary and secondary
networks can better coordinate with each other in trans-
mission and interference avoidance. Further, the potential
issue associated with link failure can now be mitigated
effectively.

• Network Diversity. The combined network offers
more routing opportunities to users in both networks. This
directly translates into improved throughput and delay
performance for user sessions.

• Service and Applications. The UPS architecture
(combining both primary and secondary networks) allows
to offer much richer services and applications than those
services that were studied in [5], [6], [8], [9], [12],
[13], [15]. Although the two networks are combined, the
service and applications offered to users in each network
can still be supported by implementing certain traffic
engineering policies. In other words, the combined net-
work does not mean that service guarantee to the primary
network will be lost. On the contrary, by specifying the
desired resource management policy appropriately in the
combined network, one can easily achieve various service
differentiation objectives and application goals, as we
shall describe in a case study in the rest of this paper.

III. PROBLEM SCOPE

In the rest of this paper, we consider a case study under
the UPS paradigm. Suppose there is a set of sessions in
the primary network, with each session having certain rate
requirement. In the secondary network, suppose there is also
a set of sessions, with each session having an elastic traffic re-
quirement. By “elastic”, we mean that each secondary session
does not have a hard rate requirement as a primary session.
Instead, each secondary session will be supported on a best-
effort basis and will transmit as much as the network resources
allow. The goal is to have the combined network to support the
rate requirements of the primary sessions while maximizing
the minimum throughput of the secondary sessions.

For this problem, there are a number of technical challenges
that one must address under the UPS paradigm.

• Guaranteed service for primary traffic. In the above
problem, each primary session has hard rate requirement

and the combined network should support it at all possi-
bility. This problem alone may not be challenging. What
is challenging (and interesting) is that should there are
multiple ways to support primary sessions’ rate require-
ments, we should find such a way that the rates for
the secondary sessions are maximized in the combined
network.

• Relay selection. To provide guaranteed service for
primary traffic and to maximize the minimum rate of the
secondary sessions, relay node selection along a route (for
either a primary or secondary session) is a key problem.

• Scheduling. To achieve both objectives in the primary
and secondary networks, scheduling in each time slot
is not a trivial problem. In particular, in addition to
addressing traditional self-interference (half-duplex) and
mutual interference problems, primary network must be
cooperative so as to help the secondary sessions to
achieve their optimization objective in the combined
network. Such behavior from the primary network is
unique under the UPS paradigm and has never been
explored before.

IV. MODELING AND FORMULATION

In this section, we develop a mathematical model for the
UPS paradigm. With this model, we consider a throughput
maximization problem for the secondary users.

A. Mathematical Modeling

Denote N as the combined set of nodes consisting the set
of primary nodes N̂P and the set of secondary nodes NS, i.e.,
N = N̂P

∪
NS. In the combined network, denote Ti as the set

of nodes (including both primary and secondary nodes) located
within a nodes i’s transmission range, where i can be either a
primary or secondary node (i.e., i ∈ N ). Denote Ij as the set
of nodes (including both primary and secondary nodes) located
within a node j’s interference range, where j can be either a
primary or secondary node. For a primary session l ∈ L̂, we
assume it has a hard requirement on its data rate, which we
denote as R̂(l). For a secondary session m ∈ L, we assume
that it does not have a rate requirement. Instead, the data rate
r(m) on m ∈ L is supported on a best-effort basis and will
be an optimization variable in the problem formulation.



Guaranteed Service for the Primary Sessions. Under the
UPS paradigm, the primary sessions consider the combined
network N as their usable resources. For flexibility and load
balancing, we allow flow splitting in the network. That is, the
flow rate of a session may split and merge inside the network
in whatever loop-free manner as long as it can help support the
given rate requirement R̂(l) of session l ∈ L̂. Denote f̂ij(l) as
the data rate on link (i, j) that is attributed to primary session
l ∈ L̂, where i ∈ N and j ∈ Ti. Denote ŝ(l) and d̂(l) as
the source and destination nodes of primary session l ∈ L̂,
respectively. We have the following flow balance constraints:

• If node i is the source node of primary session l ∈ L̂
(i.e., i = ŝ(l)), then∑

j∈Ti

f̂ij(l) = R̂(l) (l ∈ L̂). (1)

• If node i is an intermediate relay node for primary session
l (i.e., i ̸= ŝ(l) and i ̸= d̂(l)), then

j ̸=ŝ(l)∑
j∈Ti

f̂ij(l) =

k ̸=d̂(l)∑
k∈Ti

f̂ki(l) (l ∈ L̂, i ∈ N̂P). (2)

• If node i is the destination node of primary session l (i.e.,
i = d̂(l)), then∑

k∈Ti

f̂ki(l) = R̂(l) (l ∈ L̂). (3)

It can be easily verified that once (1) and (2) are satisfied,
then (3) is also satisfied. As a result, it is sufficient to list only
(1) and (2) in the formulation.
Best-effort Service for Secondary Sessions. Under the
UPS paradigm, the primary sessions have priority in access
the combined network resources (in the form of guaranteed
services). While the primary sessions are supported, the sec-
ondary sessions may use as much as the remaining resources
of the combined network. How the primary and secondary
sessions interact in the combined network is a key part of
our optimization problem. Denote fij(m) as the data rate
on link (i, j) that is attributed to secondary session m ∈ L.
Denote s(m) and d(m) as the source and destination nodes
of secondary session m ∈ L, respectively. Similar to that for
the primary sessions, we allow flow splitting for the secondary
sessions. We have the following flow balance constraints:

• If node i is the source node of secondary session m ∈ L
(i.e., i = s(m)), then we have∑

j∈Ti

fij(m) = r(m) (m ∈ L), (4)

• If node i is an intermediate relay node for secondary
session m (i.e., i ̸= s(m) and i ̸= d(m)), then

j ̸=s(m)∑
j∈Ti

fij(m) =

k≠d(m)∑
k∈Ti

fki(m) (m ∈ L, i ∈ NS),

(5)

• If node i is the destination node of secondary session m
(i.e., i = d(m)), then∑

k∈Ti

fki(m) = r(m) (m ∈ L). (6)

Again, to avoid redundancy, it is sufficient to list only (4)
and (5) in the formulation.

Note that although (4)–(6) are similar to (1)–(3), there is an
important difference between them: unlike R̂(l) for primary
session l ∈ L̂, which is a given constant, secondary session
rate r(m), m ∈ L, is an optimization variable. Therefore, we
will only need to optimize the flow paths in (1)–(3), while we
need to both optimize the routes and maximize the objective
r(m) in (4)–(6).
Self-interference Constraints. We assume scheduling
is done in time slot on a frame-by-frame basis, with each
frame consisting of T time slots. We use a binary variable
xij [t], i, j ∈ N and 1 ≤ t ≤ T , to indicate whether node i
transmits data to node j. That is, if node i transmits data to
node j, xij [t] = 1; otherwise, xij [t] = 0.

Since each primary or secondary session is unicast, a node
i only needs to transmit to or receive from one node in a time
slot. We have∑

j∈Ti

xij [t] ≤ 1 (i ∈ N , 1 ≤ t ≤ T ) , (7)

∑
k∈Ti

xki[t] ≤ 1 (i ∈ N , 1 ≤ t ≤ T ) . (8)

To account for half-duplex at each node i, we have

xij [t] + xki[t] ≤ 1 (i ∈ N , j, k ∈ Ti, 1 ≤ t ≤ T ) . (9)

These three constraints in (7), (8) and (9) can be replaced
by the following single and equivalent constraint.∑

j∈Ti

xij [t] +
∑
k∈Ti

xki[t] ≤ 1 (i ∈ N , 1 ≤ t ≤ T ). (10)

To see this, note that in (10), if node i is receiving data from
some node in Ti in time slot t, we must have

∑
j∈Ti

xij [t] =
0, i.e., node i cannot transmit in the same time slot. This
is exactly the half-duplex constraint. In this case, (10) also
becomes (8). On the other hand, if node i is transmitting to
some node in Ti in time slot t, then

∑
k∈Ti

xki[t] = 0, i.e.,
node i cannot receive in the same time slot. Again, this is the
half-duplex constraint. In this case, (10) becomes (7).
Mutual Interference Constraints. For any primary or
secondary node j ∈ N that is receiving data in time slot t,
it shall not be interfered by another (unintended) transmitting
node p ∈ Ij in the same time slot. We have the following
mutual interference constraint:

xij [t] + xpk[t] ≤ 1 , (11)

where i ∈ Tj , p ∈ Ij , k ∈ Tp, j ∈ N , j ̸= k, and 1 ≤ t ≤ T.



Following the same token in (10), the three constraints in
(7), (8) and (11) can be replaced by the following single and
equivalent constraint.∑

i∈Tj

xij [t] +
∑
k∈Tp

xpk[t] ≤ 1 , (12)

where p ∈ Ij , j ∈ N , j ̸= k, and 1 ≤ t ≤ T .
Link Capacity Constraints. For each link (i, j), denote
the link capacity as Cij . Since the aggregate flow rate from
the primary and secondary sessions on each link (i, j) cannot
exceed the average link rate (over T time slots), we have

j ̸=ŝ(l),i ̸=d̂(l)∑
l∈L̂

f̂ij(l)+

j ̸=s(m),i ̸=d(m)∑
m∈L

fij(m) ≤ 1

T

T∑
t=1

Cij ·xij [t].

(13)

B. Problem Formulation

In the combined network, our goal is to offer guaranteed
support for the primary sessions (each with a given rate re-
quirement) while maximizing the throughput for the secondary
sessions, whose traffic are assumed to be elastic. To ensure
fairness among the sessions, we set our objective function
to maximize the minimum session rate among all secondary
sessions. We define rmin as this minimum rate. Then we have:

rmin ≤ r(m) (m ∈ L). (14)

The optimization problem can be written as follows:

OPT
max rmin

s.t. Throughput for secondary sessions: (14),
Guaranteed service for primary sessions: (1), (2);
Best-effort service for secondary sessions: (4), (5);
Self-interference constraints: (10);
Mutual interference constraints: (12);
Link capacity constraints: (13);

In this formulation, R̂(l) and Cij are constants, xij [t] are
binary variables, f̂ij(l), fij(m), r(m) and rmin are continuous
variables. This problem is in the form of mixed integer
linear program (MILP). Although the theoretical worst-case
complexity to a general MILP problem is exponential [2], [11],
we found that OPT can be solved by CPLEX efficiently, due
to fact that all integer variables xij [t] are binary.

V. SIMULATION RESULTS

In this section, we present numerical results to demonstrate
the capabilities and advantages of the UPS paradigm. The
goal of this section is twofold. First, we show that the UPS
paradigm offer much better performance for both primary and
secondary networks than that under the interweave paradigm.
Second, we shall have a close look at how the primary and
secondary nodes help each other in the UPS paradigm.

A. Simulation Setting

We consider a UPS network where both the primary and the
secondary nodes are randomly deployed in a 100× 100 area.
For generality, we normalize the units for distance, bandwidth,
power and data rate with appropriate dimensions. We assume
the bandwidth of the channel allocated to the primary network
is B = 10. The transmission power of each node i ∈ N is set
to Qi = 1. We assume the transmission range and interference
range at all nodes are 30 and 50, respectively. The number of
time slots in a frame is T = 10. A link’s capacity is calculated

by Cij = B log2(1+
Qid

−4
ij

N0
), where dij is the distance between

nodes i and j, and N0 is the ambient Gaussian noise density.
We assume N0 = 10−6.

B. Results

We consider a 30-node network, with 15 primary nodes
and 15 secondary nodes randomly deployed in a 100 × 100
area (see Fig. 2). We assume that there are two primary
sessions in the primary network and two secondary sessions
in the secondary network. The source and destination nodes
for each session are randomly chosen in each network and
are shown in Table I. Denote the rate requirements of the
two primary sessions as R̂(1) and R̂(2), respectively. We
gradually increase the rate requirements of R̂(1) and R̂(2)
and examine (i) whether such rates can be supported under
the UPS paradigm and the interweave paradigm, respectively,
and (ii) the objective value of secondary session rate in our
optimization problem under the two paradigms. The optimiza-
tion problem for maximizing the minimum secondary session
rate under interweave paradigm can be formulated following
a similar token to OPT and is given in the appendix.

Table II summarizes the results of this study. The sec-
ond column represents increasing rate requirements for the
primary sessions (i.e., R̂(1) and R̂(2)). For ease of ex-
planation, we break this table into five regions, with each
region representing an operating behavior for comparison
under the two paradigms. The third and fourth columns show
the performance under the UPS paradigm. Specifically, the
third column shows whether the rate requirements of the
two primary sessions are feasible in the primary network
(abbreviated as “PN” in the table); the fourth column shows
the maximized minimum data rate between the two secondary
sessions (abbreviated as “SS” in the table) with 0 indicating
zero rates for the secondary sessions and “N/A” indicating not
applicable as the corresponding network cannot even support
the rate requirements of the primary sessions. The fifth and
sixth columns show the performance under the interweave
paradigm, which are to be compared to the third and fourth
columns under the UPS paradigm, respectively.
Region 1 This region represents the scenario where the rate
requirements of the primary sessions can be supported under
both paradigms and the rates of the secondary sessions are
positive. Comparing columns four and six, we can find that the
secondary sessions always achieve higher performance under
the UPS paradigm than that under the interweave paradigm.



TABLE I
THE SOURCE AND DESTINATION NODES FOR EACH SESSIONS IN THE

30-NODE NETWORK.

Session Source Destination
Primary session 1 P10 P7

Primary session 2 P15 P1

Secondary session 1 S6 S15

Secondary session 2 S12 S3

TABLE II
PERFORMANCE COMPARISON BETWEEN THE UPS AND THE INTERWEAVE

PARADIGMS FOR DIFFERENT PRIMARY SESSION RATE REQUIREMENTS.

Rate UPS Interweave
Requirements Paradigm

(R̂(1), R̂(2))
Feasible SS Feasible SS
in PN rate in PN rate

Region 1

(0, 0) Yes 6.0073 Yes 4.8277
(0.2, 0.3) Yes 5.5229 Yes 3.4457
(0.4, 0.6) Yes 5.5229 Yes 3.4457
(0.6, 0.9) Yes 5.5.5229 Yes 3.4457
(0.8, 1.2) Yes 5.5229 Yes 3.4457
(1.0, 1.5) Yes 4.6263 Yes 3.378
(1.2, 1.8) Yes 4.6263 Yes 3.378
(1.4, 2.1) Yes 4.6263 Yes 2.4923
(1.6, 2.4) Yes 4.6263 Yes 1.7958
(1.8, 2.7) Yes 4.0019 Yes 1.2461
(2.0, 3.0) Yes 4.0019 Yes 1.2461

Region 2

(2.2, 3.3) Yes 2.9815 Yes 0
(2.4, 3.6) Yes 2.7795 Yes 0
(2.6, 3.9) Yes 2.7795 Yes 0
(2.8, 4.2) Yes 2.7795 Yes 0
(3.0, 4.5) Yes 2.7795 Yes 0
(3.2, 4.8) Yes 2.7795 Yes 0

Region 3 (3.4, 5.1) Yes 2.7795 No N/A
(3.6, 5.4) Yes 1.4907 No N/A

Region 4

(3.8, 5.7) Yes 0 No N/A
(4.0, 6.0) Yes 0 No N/A
(4.2, 6.3) Yes 0 No N/A
(4.4, 6.6) Yes 0 No N/A
(4.6, 6.9) Yes 0 No N/A
(4.8, 7.2) Yes 0 No N/A
(5.0, 7.5) Yes 0 No N/A
(5.2, 7.8) Yes 0 No N/A
(5.4, 8.1) Yes 0 No N/A
(5.6, 8.4) Yes 0 No N/A
(5.8, 8.7) Yes 0 No N/A
(6.0, 9.0) Yes 0 No N/A
(6.2, 9.3) Yes 0 No N/A
(6.4, 9.6) Yes 0 No N/A
(6.6, 9.9) Yes 0 No N/A

Region 5 (6.8, 10.2) No N/A No N/A

This confirms our expectation that the UPS paradigm can offer
higher throughput for the secondary sessions.

As an example, consider the case when the two primary
sessions have rate requirements (2.0, 3.0). The objective value
achieved for the secondary sessions under the UPS and the
interweave paradigms are 4.0019 and 1.2461, respectively.
Under UPS paradigm, the flow routing and scheduling for
the primary and secondary sessions are shown in Fig. 2. The
number in the box on each link represents the active time slots
for this link. Note that primary nodes P4, P5, P6, P11, and P13

are helping relay secondary sessions’ data while secondary
nodes S2, S8 and S13 are helping relay the primary sessions’
data. Under the interweave paradigm, the flow routing and
scheduling for primary network is shown in Fig. 3, which can
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Fig. 2. A Region 1 example that shows the flow routing topologies for
the primary and secondary sessions in the UPS paradigm, where solid line
segments are for the primary sessions while dashed line segments are for the
secondary sessions.

0 10 20 30 40 50 60 70 80 90 100
0

10

20

30

40

50

60

70

80

90

100
P1

P2

P3

P4

P5P6

P7
P8

P9

P10

P11

P12

P13

P14

P15

S1

S2

S3

S4

S5

S6

S7

S8

S9

S10

S11

S12

S13

S14

S15

p
src

[1]

p
dst

[1]

p
src

[2]

p
dst

[2] s
src

[1]

s
dst

[1]

s
src

[2]

s
dst

[2]

6 7 8

5

4 5

7 8

3 4

2 9

10

3

3

1

5

2 9

1 4

Fig. 3. A Region 1 example that shows the flow routing and scheduling for
each primary session and secondary session under the interweave paradigm.

satisfy rate requirements for primary sessions. According to
the time slots used by the primary network, the secondary
network calculate the available time slot at each node and
use them to maximize their minimum data rate among all
sessions. The flow routing and scheduling for the secondary
sessions under interweave paradigm are also shown in Fig. 3.
As expected, there is no cooperation at the node level between
the two networks in terms of relaying each other’s data.
Region 2 This region represents the scenario where the
rate requirements of the primary sessions can be supported
under both paradigms while the secondary sessions can only
be supported under the UPS paradigm but not under the
interweave paradigm (with rmin = 0). This region shows that
the combined network can offer more to the secondary sessions
than the isolated networks under the interweave paradigm.

As an example, consider the case when the two primary
sessions have rate requirements (3.2, 4.8). The minimum



0 10 20 30 40 50 60 70 80 90 100
0

10

20

30

40

50

60

70

80

90

100
P1

P2

P3

P4

P5P6

P7
P8

P9

P10

P11

P12

P13

P14

P15
S1

S2

S3

S4

S5

S6

S7

S8

S9

S10

S11

S12

S13

S14

S15

p
src

[1]
p

dst
[1]

p
src

[2]

p
dst

[2]
s

src
[1]

s
dst

[1]

s
src

[2]

s
dst

[2]

7

2

3
6

6

8

9

4

1

6

3 7 9

4 10

2

1
1

5

9
8 10

3 5

5

Fig. 4. A Region 2 example that shows the flow routing topologies and
scheduling for the primary and secondary sessions in the UPS paradigm.
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Fig. 5. A Region 2 example that shows the flow routing topologies and
scheduling for primary network in the interweave paradigm.

data rate achieved for the secondary sessions under the UPS
paradigm is 2.7995. Under the UPS paradigm, the flow routing
and scheduling for the primary and secondary sessions are
shown in Fig. 4. Note that primary nodes P4, P5, P6, P11

and P13 are helping to relay secondary sessions data while
secondary nodes S4, S8, S13 and S15 are helping to relay the
primary sessions data. Under the interweave paradigm, the
flow routing and scheduling for primary network are shown
in Fig. 5. According to the time slots used by the primary
network, the secondary network calculate the available time
slot at each node. However, the remaining time slots are not
enough to support the secondary sessions, resulting in at least
one of the sessions with zero rate.
Region 3 This region represents the scenario where the
rate requirements of the primary sessions can be supported
under the UPS paradigm but not so under the interweave
paradigm. For secondary sessions, there is still remaining
resource to support them under the UPS paradigm. For fairness
in comparison, we do not consider the achieved rate of the

0 10 20 30 40 50 60 70 80 90 100
0

10

20

30

40

50

60

70

80

90

100
P1

P2

P3

P4

P5P6

P7
P8

P9

P10

P11

P12

P13

P14

P15

S1

S2

S3

S4

S5

S6

S7

S8

S9

S10

S11

S12

S13

S14

S15

p
src

[1]

p
dst

[1]

p
src

[2]

p
dst

[2]
s

src
[1]

s
dst

[1]

s
src

[2]

s
dst

[2]

6

1

5 8

5

9

2 4

8

7 9 10

3 4
2

5

2
9

8

6
1

7

5

7 1 10

10

Fig. 6. A Region 3 example that shows the flow routing topologies and
scheduling for primary and secondary sessions under UPS paradigm.

secondary sessions under the interweave paradigm (marked as
“N/A”). The region shows the definitive advantage of using
a combined network to support the primary sessions over an
independent primary network.

As an example, we consider the case when the two pri-
mary sessions have rate requirements (3.6, 5.4). The objective
value achieved by secondary sessions is 1.69878 under the
UPS paradigm. Under UPS paradigm, the flow routing and
scheduling for primary and secondary sessions are shown
in Fig. 6. Note that primary nodes P4, P10 and P13 are
helping to relay secondary sessions data while secondary
nodes S4, S8, S13, S15 are helping to relay the primary data.
Region 4 This region represents the scenario where the rate
requirement of the primary sessions can be satisfied under the
UPS paradigm but not so under the interweave paradigm. The
secondary sessions can no longer be supported under the UPS
paradigm (with rmin = 0). For fairness in comparison, we do
not consider the achieved data rate of the secondary sessions
under the interweave paradigm (marked as “N/A”) as even the
rate requirements for the primary sessions cannot be supported.
Similar to Region 3, Region 4 shows the advantage of using
a combined network to support the primary sessions over an
independent primary network.
Region 5 As the rate requirements of the primary sessions
continue to increase, even the UPS paradigm will no longer
be able to support them after certain point. This is shown in
Region 5.

VI. CONCLUSIONS

In this paper, we presented the UPS paradigm as a new
dimension for further spectrum sharing paradigms. UPS allows
complete cooperation between the primary and secondary
networks at the node level and on the data plane to help
relay each other’s traffic. This is a major step forward beyond
existing interweave DSA paradigm or unilateral cooperation
only from the secondary network. There are many benefits
associated with the UPS paradigm, which span from physical



topology, multiple layers of the protocol stack, and upper layer
performance. Although the primary and secondary networks
are combined into one network at the physical level, various
service differentiation policies (including those policies of to-
day) on the primary and secondary traffic can still be supported
by implementing appropriate traffic engineering policies. To
illustrate this point, we considered a case study with the goal of
supporting the rate requirements of the primary sessions while
maximizing the minimum rate among the secondary sessions.
Through a systematic mathematical model, problem formula-
tion, solution development, and simulation study, we showed
that the UPS paradigm offers a definitive advantage over the
existing interweave DSA paradigm. The UPS paradigm may
be ahead of its time per today’s FCC policies. But our study
offers a compelling reason for further exploring this new
paradigm, which could well evolve into a viable approach for
future spectrum sharing in the real world.
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APPENDIX – INTERWEAVE PARADIGM

Under the interweave paradigm, a primary network operates
independently without any concern of the secondary network’s
activity. For the secondary network, it needs to sense the
primary network environment and identify the available time
slots for transmission based on interference relationship with
nearby primary nodes. For each secondary node, it may have
different available time slots set when it works as a transmitter
or receiver. We denote Zij as the set of common available
time slots for secondary transmitter i ∈ NS and secondary
receiver j ∈ NS. Then, the network throughput optimization
problem for secondary network under interweave paradigm
can be formulated as following:

OPT-Interweave
max rmin

s.t. rmin ≤ r(m) (m ∈ L),∑
j∈Ai

fij(m) = r(m) (m ∈ L, i = s(m)),∑j ̸=s(m)
j∈Ai

fij(m) =
∑k ̸=d(m)

k∈Ai
fki(m)

(m ∈ L, i ∈ NS, i ̸= s(m), d(m)),∑
j∈Ai

xij [t] +
∑

k∈Ai
xki[t] ≤ 1

(i ∈ NS, t ∈ Zij),∑
i∈Aj

xij [t] +
∑

k∈Ap
xpk[t] ≤ 1

(p ∈ Dj , j ∈ NS, j ̸= k, t ∈ Zij),∑j ̸=s(m),i̸=d(m)
m∈L fij(m) ≤ 1

T

∑
t∈Zij

Cij · xij [t]

(i ∈ NS, j ∈ Ai),

where Ai represents the set of secondary nodes that are
located within node i’s transmission range (i ∈ NS), and
have common available time slots with node i. Di represents
the set of secondary nodes that are located within node i’s
interference range (i ∈ NS), and have common available time
slots with node i. The first and second constraints are flow
balance constraints. The third constraint is for self interference.
The four constraint is for mutual interference and the last
constraint is for link capacity.

OPT-Interweave is in the form of MILP, which can be solved
by CPLEX efficiently, due to fact that all integer variables
xij [t] are binary.


