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Abstract

The benefits of using mobile base station to prolong sensor network lifetime have been well recognized. However, due to the complexity of the problem (time-dependent network topology and traffic routing), theoretical performance limit and provably optimal algorithms remain difficult to develop. This paper fills this important gap by contributing theoretical results regarding the optimal movement of a mobile base station. Our main result hinges upon a novel transformation of the joint base station movement and flow routing problem from time domain to space domain. Based on this transformation, we first show if the base station is allowed to be present only on a set of pre-defined points, then we can find the optimal time duration for the base station on each of these points so that the overall network lifetime is maximized. Based on this finding, we show that when the location of the base station is un-constrained (i.e., can move to any point in the two-dimensional plane), we can develop an approximation algorithm for the joint mobile base station location and flow routing problem such that the network lifetime is guaranteed to be at least $(1 - \varepsilon)$ of the maximum network lifetime, where $\varepsilon$ can be made arbitrarily small depending on required precision.
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1 Introduction

The benefits of using mobile base station to prolong sensor network lifetime have been well recognized [15, 28]. Since base station is the sink node for data generated by all the sensor nodes in the network, this approach aims to alleviate the traffic aggregation burden from a fix set of sensor nodes near the base station to other sensor nodes in the network, and it is possible to extend the network lifetime significantly.

Indeed, although the practical feasibility of using a mobile base station is still considered far-fetched a few years ago, such capabilities are nowadays reality, thanks to recent breakthrough in unmanned autonomous vehicle (UAV) competition by DARPA’s Grand Challenge program [6] and advances in customized robotics for sensors [21]. It has
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now become entirely plausible to consider that an unmanned vehicle be employed to serve as a mobile base station for sensor data collection.

Although the potential benefit of using mobile base station to prolong sensor network lifetime is significant, the theoretical difficulty of this problem is enormous. There are two components that are tightly coupled in this problem. First, the location of the base station is now a function of time, i.e., at different time instances, we have a different physical network topology, with the sink node being at different positions. Second, the traffic (or flow) routing behavior may change with both time as well as the location of the base station. As a result, an optimization problem with the objective of maximizing the network lifetime needs to consider both base station location (time-dependent) and flow routing. Due to these difficulties, existing solutions to this problem remain heuristic at best (e.g., [15, 28]) and cannot provide provably optimal solution to network lifetime performance.

To fill in this theoretical gap, this paper offers an in-depth study on the network lifetime performance limit when mobile base station is employed. We formulate an optimization problem with base station movement and flow routing as part of the constraints. As a first step, we show that as far as network lifetime objective is concerned, flow routing only needs to be dependent on the base station location, regardless of when the base station is present at this location. Further, the specific time instances for the base station to visit a location is not important, as long as the total time duration for the base station to be present at this location is fixed. With this finding, we show how to make a novel transformation from a time-dependent problem formulation to location (space)-dependent problem formulation.

As a second step, we show that when base station is only allowed to be present at a finite set of pre-determined points (called constrained mobile base station (C-MB) problem), we can find the optimal time duration for the base station to stay on each of these points (as well as the corresponding flow routing solution) such that the overall network lifetime (i.e., sum of the time durations) is maximized via a single linear program (LP).

Building upon these results, the main result in this paper (Section 5) shows that for the un-constrained mobile base station (U-MB) problem, i.e., the base station can be present at any point in the two dimensional plane, we can develop a provably \((1 - \varepsilon)\) optimal algorithm that provides a solution with network lifetime guaranteed to be at least \((1 - \varepsilon)\) of the maximum network lifetime (albeit it is unknown), where \(\varepsilon\) can be made arbitrarily small depending on required precision. The main idea in this approximation algorithm is to exploit a clever way of dividing the search space into subareas, with each of its link cost having some nice properties that are related to \((1 - \varepsilon)\) optimal. A novel idea in the design of \((1 - \varepsilon)\) optimal algorithm is to represent each subarea with so-called “fictitious cost point,” which is an \(N\)-tuple cost vector with each component representing an upper bound of cost to the respective node. As a result, we can apply the LP approach developed for the C-MB problem on the fictitious cost points and develop provably \((1 - \varepsilon)\) optimal solution.

The rest of this paper is organized as follows. In Section 2, we describe the network model and introduce the mobile base station problem. In Section 3, we present a novel transformation that enables to transform a time-
dependent problem to a space-dependent problem. In Section 4, we develop optimal solution for the constrained mobile base station (C-MB) problem. Section 5 presents the main result of this paper, which is an algorithm for the unconstrained mobile base station (U-MB) problem with provably \((1 - \varepsilon)\) optimal network lifetime. Section 6 reviews related work and Section 7 concludes this paper.

2 Network Model and Problem Formulation

2.1 Network Model

We consider a set of nodes \(N\) deployed over a two-dimensional area, with the location of each sensor node \(i \in N\) being at a point \((x_i, y_i)\). We assume each node generates data at a rate of \(r_i\), although extension to variable bit rate case may also be developed. There is a base station \(B\) for the sensor network and it serves as the sink node for all data. Data generated by each sensor node can be relayed via single or multi-hop toward the base station.

We now discuss the energy consumption due to communications (i.e., data transmission and reception). We assume that each node has power control capability.\(^1\) Suppose that node \(i\) transmits data to node \(j\) with a rate of \(f_{ij}\), then the transmission power at node \(i\) can be modeled as [11]

\[
p^t_{ij} = c_{ij} \cdot f_{ij},
\]

where \(c_{ij}\) is the cost on wireless link \((i, j)\) and can be modeled as

\[
c_{ij} = \alpha + \beta \cdot d_{ij}^\gamma,
\]

with \(\alpha\) and \(\beta\) being two constant terms and \(d_{ij}\) the physical distance between nodes \(i\) and \(j\). \(\gamma\) is the path loss index and is typically between \(2 \leq \gamma \leq 4\) [18].

The receiving power consumption at sensor node \(i\) can be modeled as [11]

\[
p^r_i = \rho \sum_{1 \leq k \leq N, k \neq i} f_{ki},
\]

where \(\rho\) is a constant and \(f_{ki}\) is the incoming bit-rate received by sensor node \(i\) from sensor node \(k\).

In this theoretical study, we assume a contention-free MAC protocol, where interference from simultaneous transmission can be effectively minimized or avoided. For given rate traffic pattern, a contention-free MAC protocol is fairly easy to design (see, e.g., [23]) and its discussion is beyond the scope of this paper.

Each node \(i \in N\) is initially provisioned with an amount of energy \(e_i\). The base station is not constrained with energy. In this study, network lifetime is defined as the first time instance when any of the sensor nodes runs out of

\(^1\)If a two-tier wireless sensor network architecture (e.g., [7, 12, 14, 17]) is used, then a sensor node in this paper corresponds to the upper tier backbone node that is used for data forwarding.
Table 1: Notation.

<table>
<thead>
<tr>
<th>General notation</th>
<th>C-MB problem specific notation</th>
<th>U-MB problem specific notation</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N )</td>
<td>The set of sensor nodes in the network</td>
<td>( \epsilon ) Required approximation precision, ( \epsilon &gt; 0 ) and ( \epsilon \ll 1 )</td>
</tr>
<tr>
<td>( N =</td>
<td>N</td>
<td>)</td>
</tr>
<tr>
<td>( B )</td>
<td>Location of base station ( B ) at time ( t )</td>
<td>( O_A, R_A ) The center and radius of ( A )</td>
</tr>
<tr>
<td>( (x_i, y_i) )</td>
<td>Cartesian coordinate of sensor node ( i )</td>
<td>( M ) The number of subareas</td>
</tr>
<tr>
<td>( r_i )</td>
<td>Bit rate generated at sensor node ( i )</td>
<td>( A_m ) The ( m )-th subarea in the search space</td>
</tr>
<tr>
<td>( e_i )</td>
<td>Initial energy at sensor node ( i )</td>
<td>( W(A_m) ) Time duration for the base station to be present in subarea ( A_m )</td>
</tr>
<tr>
<td>( \alpha, \beta )</td>
<td>Two constant terms in power consumption model for data transmission</td>
<td>( c_{\min}, c_{\max} ) Lower and upper bounds of ( c_{i, B}(p) )</td>
</tr>
<tr>
<td>( \rho )</td>
<td>Power consumption coefficient for receiving data</td>
<td>( C[h] ) = ( \alpha(1+\varepsilon)^h ), the transmission cost for the ( h )-th circle</td>
</tr>
<tr>
<td>( n )</td>
<td>Path loss index, ( 2 \leq n \leq 4 )</td>
<td>( H_i ) The required number of circles at sensor node ( i )</td>
</tr>
<tr>
<td>( C_{ij} )</td>
<td>Cost for transmitting data from sensor ( i ) to sensor ( j )</td>
<td>( \psi_{U-MB} ) ( (1-\varepsilon) ) optimal solution to the U-MB problem</td>
</tr>
<tr>
<td>( c_{i,B}(t) )</td>
<td>Cost for transmitting data from sensor ( i ) to base station ( B ) at time ( t )</td>
<td>( T_{U-MB} ) ( (1-\varepsilon) ) optimal network lifetime achieved by ( \psi_{U-MB} )</td>
</tr>
<tr>
<td>( c_{i,B}(p) )</td>
<td>Cost for transmitting data from sensor node ( i ) to base station ( B ) when ( B ) is at point ( p )</td>
<td>( f_{ij}(t) ) or ( g_{ij}(t) ) Flow rate from sensor node ( i ) to sensor node ( j ) (or base station ( B )) at time ( t )</td>
</tr>
<tr>
<td>( g_{ij}(p) )</td>
<td>Flow rate from sensor node ( i ) to sensor node ( j ) (or base station ( B )) when ( B ) is at point ( p )</td>
<td>( f_{i}(p) ) (or ( f_{i,B}(p) )) Flow rate from sensor node ( i ) to sensor node ( j ) (or base station ( B )) when ( B ) is at point ( p )</td>
</tr>
<tr>
<td>( W(p) )</td>
<td>Time duration for the base station to be present at point ( p )</td>
<td>( \psi_C^{\text{C-MB}} ) An optimal solution to the C-MB problem</td>
</tr>
<tr>
<td>( T_{C-MB} )</td>
<td>The maximum network lifetime achieved by ( \psi_C^{\text{C-MB}} )</td>
<td>( T_{U-MB} ) Optimal network lifetime achieved by ( \psi_{U-MB} )</td>
</tr>
</tbody>
</table>

Energy. From (1), (2), and (3), it is easy to understand that the location of the base station and the corresponding flow routing among the nodes will determine energy consumption behavior at each node and thus the network lifetime. Table 1 lists all notation used in this paper.

2.2 Problem Description

The focus of this paper is to investigate how to optimally move a mobile base station to collect real time data in a sensor network so that the network lifetime can be maximized. Note that the network lifetime problem has attracted great interest even for static (fixed) base station problem (see, e.g., [3, 4, 5, 20]).

As a first step, we consider the case when the base station is only allowed to be present at a set of pre-determined \( M \) positions, denoted as \( p_1, p_2, \ldots, p_M \). We call this problem as constrained mobile base station (C-MB) problem. Results on C-MB problem will help us devise solution to the general problem where the base station is allowed
to roam anywhere on the two-dimensional plane. We term the latter problem unconstrained mobile base station (U-MB) problem.

Denote \((x, y)(t)\) the position of base station \(B\) at time \(t\) and \(T\) the network lifetime (which is an optimization variable). Then a feasible flow routing solution realizing this network lifetime \(T\) must satisfy both flow balance and energy constraints at each sensor node. These constraints can be formally stated as follows. Denote \(g_{ij}(t)\) and \(g_{ib}(t)\) the data rates from node \(i\) to node \(j\) and base station \(B\) at time \(t\), respectively. Then the flow balance for each sensor node \(i \in \mathcal{N}\) at any time \(t \in [0, T]\) is

\[
\sum_{k \in \mathcal{N}} g_{ki}(t) + r_i = \sum_{j \in \mathcal{N}} g_{ij}(t) + g_{ib}(t),
\]

i.e., the sum of total incoming flow rates plus self-generated data rate is equal to the sum of total outgoing flow rates at time \(t \in [0, T]\). The energy constraint for each sensor node \(i \in \mathcal{N}\) is

\[
\int_0^T \left[ \sum_{k \in \mathcal{N}} \rho \cdot g_{ki}(t) + \sum_{j \in \mathcal{N}} C_{ij} \cdot g_{ij}(t) + c_{ib}(t) \cdot g_{ib}(t) \right] dt \leq e_i,
\]

i.e., total consumed energy due to reception and transmission over time \(T\) cannot exceed its initial energy \(e_i\). By (2), we have

\[
c_{ib}(t) = \alpha + \beta \left[ \sqrt{(x(t) - x_i)^2 + (y(t) - y_i)^2} \right]^n,
\]

where \((x_i, y_i)\) are the fixed Cartesian coordinates of node \(i\).

Denote \(\mathcal{A}\) the search space for the base station, which can be narrowed down to the smallest enclosing disk for all nodes in the network (see Lemma 3 in Section 5). The general U-MB problem can be formulated as follows.

Max \(T\)

s.t.

\[
\sum_{1 \leq k \leq N} g_{ki}(t) + r_i = \sum_{1 \leq j \leq N} g_{ij}(t) + g_{ib}(t) \quad (1 \leq i \leq N, 0 \leq t \leq T)
\]

\[
\int_0^T \left[ \sum_{1 \leq k \leq N} \rho \cdot g_{ki}(t) + \sum_{1 \leq j \leq N} C_{ij} \cdot g_{ij}(t) + c_{ib}(t) \cdot g_{ib}(t) \right] dt \leq e_i \quad (1 \leq i \leq N)
\]

\[
c_{ib}(t) = \alpha + \beta \left[ \sqrt{(x(t) - x_i)^2 + (y(t) - y_i)^2} \right]^n \quad (1 \leq i \leq N, 0 \leq t \leq T)
\]

\((x, y)(t) \in \mathcal{A} \quad (0 \leq t \leq T)\)

\(T, g_{ij}(t), g_{ib}(t) \geq 0 \quad (1 \leq i, j \leq N, i \neq j, 0 \leq t \leq T)\)

In the above formulation, the base station location (i.e., \((x, y)(t)\) for \(0 \leq t \leq T\)) and the corresponding flow routing (i.e., \(g_{ij}(t)\) and \(g_{ib}(t)\) for \(0 \leq t \leq T\)) form a joint optimization space for the objective \(T\). This formulation is in the form of non-polynomial programming. Since even a simpler non-linear programming problem is NP-hard [10], we conclude that the above formulation is NP-hard.
3 From Time Domain to Space Domain

The difficulty of the formulated problem in last section resides in that base station location \((x, y)(t)\) and flow routing \(g_{ij}(t)\) and \(g_{in}(t)\) are all functions of time. In this section, we show that as far as network lifetime performance is concerned, such dependency on time can be relaxed. Specifically, we will show (Theorem 1) that the flow routing only needs to be dependent on the location of the base station and independent of when the base station is present at this location. Further, as long as the total time duration for this location is the same, “when” the base station visits this location is not important.

To start with, we define the indicator function \(1^+(\text{event})\) as 1 if event is true and 0 otherwise. Denote \(W(p)\) the cumulative time periods for the base station \(B\) to be present at location \(p\) under a solution \(\varphi\), i.e.,

\[
W(p) = \int_0^T 1^+\{(x, y)(t) = p\} \, dt. \tag{4}
\]

We have the following theorem.

**Theorem 1** Denote \(T^*\) the maximum network lifetime achieved by an optimal solution \(\varphi^*\) with a base station moving path \((x, y)^*(t)\) and a flow routing \(g_{ij}^*(t)\) and \(g_{in}^*(t)\). There exists an equivalent solution \(\tilde{\varphi}^*\) with \(W^*(p)\) and time-independent flow rates \(f_{ij}^*(p)\) and \(f_{in}^*(p)\) that yields the same maximum network lifetime. Under \(f_{ij}^*(p)\) and \(f_{in}^*(p)\), as long as \(W^*(p)\) remain the same, the network lifetime \(T^*\) will remain unchanged regardless of the ordering and specific time instances when the base station visits each point \(p\).

The proof of Theorem 1 is based on the following two lemmas.

**Lemma 1** Given a feasible solution \(\varphi\) with a specific base station moving path \((x, y)(t)\), a time-varying flow routing \(g_{ij}(t)\) and \(g_{in}(t)\), and a corresponding network lifetime \(T\), we can find a solution \(\tilde{\varphi}\) with time-independent flow rates \(f_{ij}(p)\) and \(f_{in}(p)\) for each point \(p\) in path \((x, y)(t)\) that yield the same network lifetime \(T\) by having the base station following the same moving path and setting the flow routing on any point \(p\) in this path as

\[
f_{ij}(p) = \frac{\int_0^T g_{ij}(t) \cdot 1^+\{(x, y)(t) = p\} \, dt}{W(p)} ,
\]

\[
f_{in}(p) = \frac{\int_0^T g_{in}(t) \cdot 1^+\{(x, y)(t) = p\} \, dt}{W(p)} .
\]

In essence, Lemma 1 focus on flow routing component and shifts the flow routing’s dependency from time domain to space domain. We use the following simple example to illustrate this idea.
(a) Flow routing during $[0, 50]$ when the base station is at $p_1$.

(b) Flow routing during $[50, 90]$ when the base station is at $p_2$.

(c) Flow routing during $[90, 100]$ when the base station is at $p_2$.

(d) Flow routing during $[100, 130]$ when the base station is at $p_1$.

Figure 1: A simple example illustrating time-varying flow routing under $\varphi$ in Lemma 1.

(a) Flow routing during $[0, 50]$ and $[100, 130]$ when the base station is at $p_1$.

(b) Flow routing during $[50, 100]$ when the base station is at $p_2$.

Figure 2: An space-dependent flow routing solution under $\tilde{\varphi}$ in Lemma 1.
Example 1 For illustration purpose, we consider a simple 3-node sensor network shown in Fig. 1. Each node generates data at a bit rate of 1. We assume all units are normalized appropriately. The network lifetime is 130 under a solution \( \varphi \), where the base station stays at \( p_1 \) during periods \([0, 50]\) and \([100, 130]\) and stays at \( p_2 \) during \([50, 100]\). The flow routing for each period is given in Fig. 1(a)–(d), with bit rate of each flow marked on the respective flow arrow. Note that the flow routing for periods \([0, 50]\) and \([100, 130]\) are different, despite that the base station is located at \( p_1 \) during both periods. Further, during \([50, 100]\), the flow routing changes between periods \([50, 90]\) and \([90, 100]\) while the base station is at \( p_2 \).

Under \( \bar{\varphi} \), we show that as far as achieving the same network lifetime, flow routing only needs to be dependent on the base station’s location. For example, under \( \varphi \), the total time that the base station stays at \( p_1 \) is 80 (= 50 + 30). During the time periods when the base station is at \( p_1 \), \( f_{3B}(t) = 2.0 \) when \( 0 \leq t \leq 50 \) and \( f_{3B}(t) = 1.0 \) when \( 100 \leq t \leq 130 \). Thus, the average rate on link \((3, B)\) when the base station stays at \( p_1 \) is \((2.0 \times 50 + 1.0 \times 30)/80 = 1.625\). We can set \( f_{3B}(p_1) = 1.625 \) under \( \bar{\varphi} \). Similarly, we obtain the average rate \( f_{23}(p_1) = 0.625 \) and \( f_{2B}(p_1) = 0.375 \), respectively. This lead to a new flow routing shown in Fig. 2(a) for periods \([0, 50]\) and \([100, 130]\). Following the same token, we can convert the flow routing in Fig. 1(b) and (c) to that in Fig. 2(b), i.e., \( f_{12}(p_2) = 0.2 \), \( f_{13}(p_2) = 0.8 \), \( f_{2B}(p_2) = 1.2 \), and \( f_{3B}(p_2) = 1.8 \).

It is easy to verify that flow balance and total data volume transmitted on each link under \( \bar{\varphi} \) remain the same as those under \( \varphi \). Based on (1) and (3), it is easy to verify that the network lifetime under \( \bar{\varphi} \) also remains the same as that under \( \varphi \) (i.e., 130). As a result, we have obtained a solution \( \bar{\varphi} \) with flow routing only dependent on base station’s location.

The following proof of Lemma 1 follows the same spirit in the above example.

**Proof of Lemma 1.** Denote \( \mathcal{P} \) the base station moving path \((x, y)(t)\) for \( 0 \leq t \leq T \) in solution \( \varphi \). We let base station follow the same path in solution \( \bar{\varphi} \). For the data routing in \( \bar{\varphi} \), we can define \( f_{ij}(p) \) and \( f_{iB}(p) \) for each point \( p \in \mathcal{P} \) as follows.

\[
\begin{align*}
    f_{ij}(p) &= \frac{\int_0^T g_{ij}(t) \cdot 1^+ \{(x, y)(t) = p\} dt}{W(p)} \quad (5) \\
    f_{iB}(p) &= \frac{\int_0^T g_{iB}(t) \cdot 1^+ \{(x, y)(t) = p\} dt}{W(p)} \quad (6)
\end{align*}
\]

To show the data routing scheme with \( f_{ij}(p) \) and \( f_{iB}(p) \) is feasible and \( \bar{\varphi} \) has the same network lifetime \( T \), we need to prove that flow balance holds at any point \( p \in \mathcal{P} \) and the energy consumption is the same as that in solution \( \varphi \) at time \( T \).
For flow balance when base station is at any point \( p \in \mathcal{P} \), we have

\[
\sum_{1 \leq k \leq N} f_{k}^{i}(p) + r_{i} = \sum_{1 \leq k \leq N} \frac{\int_{0}^{T} g_{k}^{i}(t) \cdot 1^{+}\{ (x, y)(t) = p \} dt}{W(p)} + \frac{\int_{0}^{T} r_{i} \cdot 1^{+}\{ (x, y)(t) = p \} dt}{W(p)}
\]

\[
= \frac{\int_{0}^{T} \left[ \sum_{1 \leq k \leq N} g_{k}^{i}(t) + r_{i} \right] \cdot 1^{+}\{ (x, y)(t) = p \} dt}{W(p)}
\]

\[
= \frac{\int_{0}^{T} \left[ \sum_{1 \leq j \leq N} g_{ij}(t) + g_{ib}(t) \right] \cdot 1^{+}\{ (x, y)(t) = p \} dt}{W(p)}
\]

\[
= \sum_{1 \leq j \leq N} \frac{\int_{0}^{T} g_{ij}(t) \cdot 1^{+}\{ (x, y)(t) = p \} dt}{W(p)} + \frac{\int_{0}^{T} g_{ib}(t) \cdot 1^{+}\{ (x, y)(t) = p \} dt}{W(p)}
\]

\[
= \sum_{1 \leq j \leq N} f_{ij}(p) + f_{ib}(p)
\]

The first equality holds by Eq. (5). The third equality holds by the flow balance in solution \( \varphi \). The last equality holds by Eqs. (5) and (6).

For energy consumption at time \( T \), we first have

\[
\int_{p} \int_{0}^{T} c_{ib}(p)f_{ib}(p) \cdot 1^{+}\{ (x, y)(t) = p \} dt dp
\]

\[
= \int_{p} c_{ib}(p)f_{ib}(p) \cdot \int_{0}^{T} 1^{+}\{ (x, y)(t) = p \} dt dp
\]

\[
= \int_{p} c_{ib}(p) \frac{\int_{0}^{T} g_{ib}(\tau) \cdot 1^{+}\{ (x, y)(\tau) = p \} d\tau}{W(p)} \cdot \int_{0}^{T} 1^{+}\{ (x, y)(t) = p \} dt dp
\]

\[
= \int_{p} c_{ib}(p) \int_{0}^{T} g_{ib}(\tau) \cdot 1^{+}\{ (x, y)(\tau) = p \} d\tau dp
\]

\[
= \int_{p} \int_{0}^{T} c_{ib}(p)g_{ib}(t) \cdot 1^{+}\{ (x, y)(t) = p \} dt dp
\]

\[
= \int_{p} \int_{0}^{T} c_{ib}(t)g_{ib}(t) \cdot 1^{+}\{ (x, y)(t) = p \} dt dp
\]

\[
= \int_{0}^{T} c_{ib}(t)g_{ib}(t) dt
\]

(7)

for \( 1 \leq i \leq N \). The second equality holds by Eq. (6). The third equality holds by Eq. (4). Similarly, we have

\[
\int_{p} \int_{0}^{T} f_{ij}(p) \cdot 1^{+}\{ (x, y)(t) = p \} dt dp = \int_{0}^{T} g_{ij}(t) dt
\]

(8)
for $1 \leq i, j \leq N, i \neq j$. Thus, we have

$$
\int_A \int_0^T \left[ \sum_{1 \leq k \leq N} \rho f_{ki}(p) + \sum_{1 \leq j \leq N} C_{ij} f_{ij}(p) + c_{iu}(p) \cdot f_{iu}(p) \right] \cdot 1^+ \{(x, y)(t) = p\} dt dp
$$

$$
= \sum_{1 \leq k \leq N} \rho \int_A \int_0^T f_{ki}(p) \cdot 1^+ \{(x, y)(t) = p\} dt dp + \sum_{1 \leq j \leq N} C_{ij} \int_A \int_0^T f_{ij}(p) \cdot 1^+ \{(x, y)(t) = p\} dt dp
$$

$$
+ \int_A \int_0^T c_{iu}(p) \cdot f_{iu}(p) \cdot 1^+ \{(x, y)(t) = p\} dt dp
$$

$$
= \sum_{1 \leq k \leq N} \int_A \int_0^T \rho g_{ki}(t) dt + \sum_{1 \leq j \leq N} \int_A \int_0^T C_{ij} g_{ij}(t) dt \cdot 1^+ \{(x, y)(t) = p\} dt dp
$$

The second equality holds by Eqs. (7) and (8). The last inequality holds due to the energy constraint under $\varphi$. Thus, the data routing with $f_{ij}(p)$ and $f_{iu}(p)$ is feasible and has the same network lifetime $T$. This completes the proof.

The following lemma further extends Lemma 1 and says that the ordering and specific time instances for the base station to visit a particular point $p$ is not important. As long as $W(p)$ remain the same, the network lifetime remains unchanged. For example, in the transformed solution $\tilde{\varphi}$ in Fig. 2, as long as the base station stays at point $p_1$ for a time period of 80 ($= 50 + 30$) and point $p_2$ for a time period of 50, the exact time instances when the base station is present at this location is not important in terms of achieving the same network lifetime.

**Lemma 2** Given a feasible solution $\varphi$ with a base station moving path $(x, y)(t)$, a flow routing $g_{ij}(t)$ and $g_{iu}(t)$, and a network lifetime $T$, we can compute $W(p)$ by Eq. (4) and define base station location-dependent flow routing $f_{ij}(p)$ and $f_{iu}(p)$ as in Lemma 1. Under $f_{ij}(p)$ and $f_{iu}(p)$, as long as $W(p)$ remain the same, the network lifetime $T$ will remain unchanged regardless of the ordering and frequency of the base station’s presence at each point $p$.

Lemma 2 can be easily proved by analyzing the energy consumption behavior at each node over time $T$. We omit its proof here. Combining Lemmas 1 and 2 and considering the special case that $\varphi$ is optimal, we have Theorem 1.

Based on Theorem 1, we conclude that as far as network lifetime is concerned, it is sufficient for us to obtain $W(p)$, $f_{ij}(p)$, and $f_{iu}(p)$ values when the base station is at each point $p$. The specific realization for $(x, y)(t)$ is not important and such realizations are certainly not unique. As a result, we can transform the optimization space from time-dependent functions $(x(t, y)(t), g_{ij}(t), g_{iu}(t))$ to space-dependent functions $(W(p), f_{ij}(p), f_{iu}(p))$. Subsequently, U-MB problem formulation given in Section 2.2 can be reformulated as follows.

Max

$$
T
$$

s.t.

$$
\int_A W(p) dp = T
$$

$$
\sum_{1 \leq k \leq N} f_{ki}(p) + r_i = \sum_{1 \leq j \leq N} f_{ij}(p) + f_{iu}(p) \quad (1 \leq i \leq N, p \in A)
$$
\[ \int_{A} \left[ \sum_{i=k \leq N}^{i=N} \rho \cdot f_{ki}(p) + \sum_{j=i}^{j=N} C_{ij} \cdot f_{ij}(p) + c_{iB}(p) \cdot f_{iB}(p) \right] W(p)dp \leq e_i \quad (1 \leq i \leq N) \quad (9) \]

\[ T, W(p), f_{ij}(p), f_{iB}(p) \geq 0 \quad (1 \leq i, j \leq N, i \neq j, p \in A) \]

Note that integration \( \int_{0}^{T} (\cdot)dt \) (with respect to time) in the original problem formulation (Section 2.2) has been changed to \( \int_{A}(\cdot)dp \) (with respect to space) in the new formulation. This novel transformation will enable us to develop provably approximation algorithm in the space domain, which we will elaborate in Section 5.

4 Optimal Solution to the C-MB Problem

In this section, we show that C-MB problem can be formulated as an LP problem, which can be solved in polynomial time [1]. This result will be useful when we solve the U-MB problem in Section 5.

Recall that in the C-MB problem, the location of base station is limited to a given set of pre-determined locations \( p_m, m = 1, 2, \cdots, M \). Based on the results in Section 3, we need to find optimal time duration \( W(p_m) \) and the corresponding flow routing \( f_{ij}(p_m) \) and \( f_{iB}(p_m) \) when the base station is at each \( p_m \) to maximize the network lifetime.2

When the base station is at point \( p_m, 1 \leq m \leq M \), the flow balance for node \( i \in \mathcal{N} \) is

\[ \sum_{1 \leq k \leq N}^{k \neq i} f_{ki}(p_m) + r_i = \sum_{1 \leq j \leq N}^{j \neq i} f_{ij}(p_m) + f_{iB}(p_m) \cdot \]

(10)

The energy constraint for node \( i \in \mathcal{N} \), at the end of network lifetime \( T \) is

\[ \sum_{m=1}^{M} \left[ \sum_{1 \leq k \leq N}^{k \neq i} \rho \cdot f_{ki}(p_m) + \sum_{1 \leq j \leq N}^{j \neq i} C_{ij} \cdot f_{ij}(p_m) + c_{iB}(p_m) \cdot f_{iB}(p_m) \right] W(p_m) \leq e_i . \]

(11)

Note that for each \( i \) and \( p_m, c_{iB}(p_m) \) is a constant.

We can formulate C-MB problem as an LP by letting \( V_{ij}(p_m) = f_{ij}(p_m) \cdot W(p_m) \) and \( V_{iB}(p_m) = f_{iB}(p_m) \cdot W(p_m) \), where \( V_{ij}(p_m) \) (or \( V_{iB}(p_m) \)) can be interpreted as the total data volume from sensor node \( i \) to sensor node \( j \) (or base station \( B \)) when the base station is at \( p_m \). We have

\[ \text{LP(C-MB)} \quad \text{Max} \quad T \]

\[ \text{s.t.} \quad \sum_{m=1}^{M} W(p_m) - T = 0 \]

\[ ^{2}\text{When } W(p_m) = 0 \text{ for some } p_m, \text{ it means that base station does not visit } p_m \text{ in this solution.} \]
where (12) and (13) follow from (10) and (11), respectively. Once we solve the above LP, we can obtain $f_{ij}(p_m)$ and $f_{in}(p_m)$ by $f_{ij}(p_m) = \frac{V_i(p_m)}{W(p_m)}$ and $f_{in}(p_m) = \frac{V_n(p_m)}{W(p_m)}$. We summarize the result in this section with the following proposition.

**Proposition 1** C-MB problem can be solved via a single LP in polynomial time.

The solution to the above LP problem yields the time durations for the base station at each location $p_m$, $m = 1, 2, \cdots, M$, and the optimal flow routing when the base station is present at $p_m$. So far we assume that after base station $B$ completes its stay at $p_i$, it can move to $p_j$, $j \neq i$, in zero time. In practice, such travel will take some time. We assume that such travel time is negligible comparing with the time scale of network lifetime (typically several months). It can be shown that if buffering is available at sensor node, the maximum network lifetime can still be achieved. In this case, a node needs to slightly delay its transmission until the base station arrives at its new location.

5  A $(1 - \varepsilon)$ Optimal Algorithm to the U-MB Problem

Building upon the results in the previous sections, we are now ready to present the main result of this paper.

5.1 Subareas and Fictitious Cost Points

**Motivation.** Under the U-MB problem, the base station can move to any point in the two-dimensional plane. Clearly, in order to maximize network lifetime, we would expect that the location for the base station can be narrowed down to the smallest enclosing disk (SED) [27], which is a disk with the smallest radius that contains all the sensor nodes in the network. This is formally stated in the following lemma.

**Lemma 3** To maximize the network lifetime for U-MB problem, the base station must stay within the smallest enclosing disk $A$ that covers all the sensor nodes in the network.

**Proof.** We prove this lemma by showing that if the base station location is not always in SED in a solution to U-MB problem, then this solution is not optimal, i.e., the network lifetime can be increased. Assume at time $t$, the
Figure 3: The area of possible base station location.

base station is at location $p$, which is outside SED $\mathcal{A}$. Denote $q$ the cross point of the border of SED and the segment $[p, O_{\mathcal{A}}]$, where $O_{\mathcal{A}}$ is the center of SED (see Fig. 3). We can revise the location by letting the base station at $q$. We now analyze the effect on energy consumption after this revision. For any sensor $i$, since $\angle iqp > \pi/2$, it is clear that $D_{iq} < D_{qp}$. Based on Eqs. (1) and (2), we can save some energy on any node $i$ by this revision. Thus, the network lifetime can be increased. In another word, the base station location must be always in SED in an optimal solution to U-MB problem.

It has been shown in [16] that SED is unique and can be found in $O(N)$ time, where $N$ is the number of nodes to be covered.

Although we have narrowed down the search space for base station $B$ from an infinite two-dimensional plane to SED $\mathcal{A}$, there still exist infinite number of points in $\mathcal{A}$. To obtain a finite search space, we consider dividing $\mathcal{A}$ into small subareas, $\mathcal{A}_1, \mathcal{A}_2, \cdots$, up to say $\mathcal{A}_M$, i.e.,

$$
\mathcal{A} = \bigcup_{m=1}^{M} \mathcal{A}_m.
$$

For approximation, it is tempting to use a point $q_m \in \mathcal{A}_m$, $m = 1, 2, \cdots, M$, to represent subarea $\mathcal{A}_m$. Indeed, when each subarea is sufficiently small, we may use some point $q_m \in \mathcal{A}_m$ to represent $\mathcal{A}_m, m = 1, 2, \cdots, M$, and apply the LP approach in Section 4 on these $M$ points to get a very good solution.

However, such approach is heuristic at best and unfortunately does not provide any theoretical guarantee on performance. A theoretical question is how the $M$ subareas for $\mathcal{A}$ should be divided such that an algorithm can be developed that yields provably $(1 - \varepsilon)$ optimal network lifetime performance, i.e., a network lifetime that is guaranteed to be at least $(1 - \varepsilon)$ of the optimum. Note that a naive approach such as breaking up $\mathcal{A}$ into uniform square subareas will not provide any properties that can be used to prove network lifetime performance. Further, there does not appear to be any reason why each subarea within $\mathcal{A}$ should be divided of the same shape or size.

**Our Approach.** Our approach is to examine the energy constraint in (9) and exploit how the location of the base station affect the energy consumption. Note that the location of the base station is *embedded* in the cost parameter
Figure 4: A sequence of circles with increasing costs with center at node 4.

c_{iB}. Thus, to design a \((1-\varepsilon)\) optimal algorithm, we may consider dividing disk \(A\) into subareas, with each subarea to be associated with some nice properties on \(c_{iB}\)'s that can be used to prove \((1-\varepsilon)\) optimality.

Denote \(O_A\) and radius \(R_A\) the origin and radius of the SED \(A\). For each sensor node \(i \in N\), denote \(D_iO_A\) the distance from sensor node \(i\) to the origin of disk \(A\). Denote \(D_{iB}^{\text{min}}\) and \(D_{iB}^{\text{max}}\) the minimum and maximum distance between sensor node \(i\) and base station \(B\), respectively; denote \(C_{iB}^{\text{min}}\) and \(C_{iB}^{\text{max}}\) the corresponding minimum and maximum cost between sensor node \(i\) and base station \(B\), respectively. Then, since the search space for base station \(B\) is now narrowed down to disk \(A\) (see Fig. 4), we have

\[
D_{iB}^{\text{min}} = 0,
\]

\[
D_{iB}^{\text{max}} = D_iO_A + R_A.
\]

By Eq. (2), we have

\[
C_{iB}^{\text{min}} = \alpha, \tag{14}
\]

\[
C_{iB}^{\text{max}} = \alpha + \beta \cdot (D_{iB}^{\text{max}})^n = \alpha + \beta \cdot (D_iO_A + R_A)^n. \tag{15}
\]

Given the range of \(d_{iB} \in [D_{iB}^{\text{min}}, D_{iB}^{\text{max}}]\), for each sensor node \(i \in N\), we now show how to divide disk \(A\) into a set of \(\text{non-uniform}\) subareas with the distance of each subarea to sensor node \(i\) meeting some properties that can be used to design \((1-\varepsilon)\) optimal algorithm.

Specifically, for each sensor node \(i \in N\), we draw a sequence of circles centered at sensor node \(i\), each with increasing radius \(D[1], D[2], \ldots, D[H_i]\) corresponding to costs \(C[1], C[2], \ldots, C[H_i]\) that are defined as follows.

\[
C[h] = C_{iB}^{\text{min}}(1+\varepsilon)^h = \alpha(1+\varepsilon)^h \quad (1 \leq h \leq H_i) \tag{16}
\]

The number of required circles \(H_i\) can be determined by having the last circle in the sequence (with radius \(D[H_i]\)) to completely include disk \(A\), i.e. \(D[H_i] > D_{iB}^{\text{max}}\), or equivalently,

\[
C[H_i] \geq C_{iB}^{\text{max}}.
\]
Figure 5: An example of subareas within disk $\mathcal{A}$ that are obtained by intersecting arcs from different circles.

We have

$$H_i = \left[ \frac{\ln(C_{iB}^{\max}/C_{iB}^{\min})}{\ln(1+\varepsilon)} \right] = \left[ \frac{\ln(1 + \frac{\beta}{\alpha}(D_{iO\mathcal{A}} + R_{\mathcal{A}})^n)}{\ln(1+\varepsilon)} \right] = O\left(\frac{1}{\varepsilon}\right). \quad (17)$$

That is, we have a total of $H_i$ circles with center at sensor node $i$, each with cost $C[h]$, $h = 1, 2, \ldots, H_i$. These $H_i$ circles provide $H_i$ non-overlapping rings. Now suppose base station $B$ is moved to any point in the $h$-th ring, $h = 1, 2, \ldots, H_i$. Then we have

$$C[h] \leq c_{iB} \leq C[h], \quad (18)$$

where we define $C[0] = C_{iB}^{\min} = \alpha$.

We perform the above process for each sensor node $i \in \mathcal{N}$. The intersecting circles will divide disk $\mathcal{A}$ into a number of non-uniform subareas, with the boundaries of each subarea being either an arc centered at some sensor node $i \in \mathcal{N}$ (with some cost $C[h]$, $1 \leq h < H_i$) or an arc of disk $\mathcal{A}$. As an example, disk $\mathcal{A}$ in Fig. 5 is now divided into 27 subareas.

So what nice properties do we have about dividing $\mathcal{A}$ into these non-uniform subareas? We will show that for a point in each of these subareas, its cost to each sensor node can be tightly bounded from both above and below. As a result, this can be exploited to design a $(1 - \varepsilon)$ optimal algorithm. Note that for each sensor node $i \in \mathcal{N}$, any subarea $\mathcal{A}_m$ must be within a ring with center at sensor node $i$. Denote the index of this ring as $h_i(\mathcal{A}_m)$. That is, when the base station $B$ is at any point $p \in \mathcal{A}_m$, we have

$$C[h_i(\mathcal{A}_m) - 1] \leq c_{iB}(p) \leq C[h_i(\mathcal{A}_m)], \quad (19)$$

by (18). Since $\frac{C[h_i(\mathcal{A}_m)]}{C[h_i(\mathcal{A}_m) - 1]} = 1 + \varepsilon$ by (16), these two bounds for $c_{iB}(p)$ are very tight.
To use the result in Section 4, we introduce the notion of fictitious cost point \( p_m \) to represent each subarea \( A_m \), \( m = 1, 2, \cdots, M \). The fictitious cost point is an \( N \)-tuple vector embodying the upper cost bound for any point within this subarea \( A_m \) to all the \( N \) sensor nodes in the network. Specifically, denote the \( N \)-tuple cost vector for fictitious cost point \( p_m \) (corresponding to subarea \( A_m \)) as \([c_{1\beta}(p_m), c_{2\beta}(p_m), \cdots, c_{N\beta}(p_m)]\), with the \( i \)-th component \( c_{i\beta}(p_m) \) being

\[
c_{i\beta}(p_m) = C[h_i(A_m)],
\]

where \( h_i(A_m) \) is determined by Eq. (19).

As an example, the fictitious cost point for subarea with corner points \((q_1, q_2, q_3)\) in Fig. 5 can be represented by 4-tuple cost vector \([c_{1\beta}(p_m), c_{2\beta}(p_m), c_{3\beta}(p_m), c_{4\beta}(p_m)] = [C[2], C[3], C[2], C[3]]\), where the first component \( C[2] \) represents an upper bound of cost for any point in this subarea to sensor node 1, the second component \( C[3] \) represents an upper bound of cost (which is loose here) for any point in this subarea to sensor node 2, and so forth.

In our design, we use the word "fictitious" to suggest that points \( p_m, m = 1, 2, \cdots, M \), may only be used as a bound for the purpose of developing \((1 - \varepsilon)\) optimal algorithm. In reality, \( p_m \) may not be mapped to any physical point within subarea \( A_m \). This happens when there does not exist a physical point in subarea \( A_m \) that can have its costs to all the \( N \) sensor nodes equal (one by one) to the respective \( N \)-tuple cost vector embodied by \( p_m \) simultaneously. As an example, comparing corner point \( q_1 \) in Fig. 5 and the 4-tuple cost vector of \( p_m \), we have \( c_{1\beta}(q_1) < C[2], c_{2\beta}(q_1) < C[3], c_{3\beta}(q_1) = C[2], \) and \( c_{4\beta}(q_1) < C[3] \), i.e., \([c_{1\beta}(q_1), c_{2\beta}(q_1), c_{3\beta}(q_1), c_{4\beta}(q_1)] \neq [c_{1\beta}(p_m), c_{2\beta}(p_m), c_{3\beta}(p_m), c_{4\beta}(p_m)]\). So \( p_m \) cannot be mapped to \( q_1 \). Following the same token, we can verify that \( p_m \) cannot be mapped to \( q_2 \) or \( q_3 \) either. Further, any physical point within this subarea cannot have its costs to the four sensor nodes simultaneously match to each of the respectively component of the 4-tuple embodied by \( p_m \).

We have the following property for fictitious cost point \( p_m \).

**Property 1** Denote \( p_m \) the fictitious cost point for subarea \( A_m \), \( m = 1, 2, \cdots, M \). For any point \( p \in A_m \), we have \( c_{i\beta}(p) \leq c_{i\beta}(p_m) \leq (1 + \varepsilon) \cdot c_{i\beta}(p) \).

**Proof.** By (19) and definition of fictitious cost point \( p_m \) (see (20)), we have \( c_{i\beta}(p) \leq c_{i\beta}(p_m) \). Further, we have

\[
c_{i\beta}(p_m) = C[h_i(A_m)] = (1 + \varepsilon) \cdot C[h_i(A_m) - 1] \leq (1 + \varepsilon) \cdot c_{i\beta}(p),
\]

where the last inequality follows from (19). This completes the proof. \( \Box \)

Now the set of \( M \) non-uniform subareas are represented by the \( M \) fictitious cost points, with each fictitious cost point having an \( N \)-tuple cost vector to all the \( N \) sensor nodes in the network. Although a fictitious cost point may not be mapped to any physical point, using these fictitious cost points will aid to design a \((1 - \varepsilon)\) optimal algorithm. Note that for network lifetime problems, we only need to consider the cost terms \( c_{i\beta} \) for \( i = 1, 2, \cdots, N \), which is exactly captured by the \( N \)-tuple representation for each fictitious cost point. As a result, we can now readily apply
5.2 (1 − ε) Optimality

Denote ψ^∗_U-MB an optimal solution to the U-MB problem and T^∗_U-MB the corresponding maximum network lifetime, both of which are unknown. Our objective is to find a solution to the U-MB problem that has provably (1 − ε) optimal network lifetime. Denote ψ^∗_C-MB an optimal solution to the C-MB problem obtained by applying an LP on the M fictitious cost points p_m, m = 1, 2, · · · , M, and T^∗_C-MB the corresponding network lifetime.

Our roadmap for theoretical proofs is as follows. In Theorem 2, we will prove that T^∗_C-MB ≥ (1 − ε)T^∗_U-MB (see Fig. 6). Since the optimal solution ψ^∗_C-MB corresponding to T^∗_C-MB are based on the M fictitious cost points instead of physical points, in Theorem 3 we will further show how to construct a solution ψ^∗_U-MB to U-MB problem based on ψ^∗_C-MB and prove that the corresponding network lifetime is (1 − ε) optimal, i.e., T^∗_U-MB ≥ (1 − ε)T^∗_U-MB (see Fig. 6).

**Theorem 2** For a given ε > 0, define subareas A_m and fictitious cost points p_m, m = 1, 2, · · · , M, as in Section 5.1. Then we have T^∗_C-MB ≥ (1 − ε) · T^∗_U-MB.

To prove that Theorem 2 is true, we need the following lemma, where subareas A_m and fictitious cost points p_m, m = 1, 2, · · · , M are defined the same as in Theorem 2 for a given ε > 0. Denote W(A_m) the cumulative time period when the base station B is present within subarea A_m for the U-MB problem. We have

\[ W(A_m) = \int_{A_m} W(p)dp \]  \hspace{1cm} (21)
Lemma 4 Suppose we have a given solution \( \varphi_{U-MB} \) to the U-MB problem with \( W(p), f_{ij}(p), f_{in}(p) \), and a network lifetime \( T_{U-MB} \). For a given \( \varepsilon > 0 \), we can always construct a solution \( \varphi_{C-MB} \) to C-MB problem on these fictitious cost points such that network lifetime \( T_{C-MB} \geq (1 - \varepsilon) \cdot T_{U-MB} \) by having the base station spend \( W(p_m) \) amount of time on fictitious cost point \( p_m \), where
\[
W(p_m) = (1 - \varepsilon) \cdot W(A_m)
\]
and setting the flow routing on \( p_m \) as
\[
f_{ij}(p_m) = \frac{\int_{A_m} f_{ij}(p)W(p)dp}{W(A_m)},
\]
\[
f_{in}(p_m) = \frac{\int_{A_m} f_{in}(p)W(p)dp}{W(A_m)}.
\]

Lemma 4 is a powerful result. It states that for any given solution \( \varphi_{U-MB} \) to the U-MB problem, we can find a solution \( \varphi_{C-MB} \) for the set of fictitious cost points (corresponding to a given \( \varepsilon \)), such that the network lifetime \( T_{C-MB} \) is at least \( (1 - \varepsilon) \) of \( T_{U-MB} \). The proof of Lemma 4 is given in Appendix.

Now we are ready to prove Theorem 2.

Proof to Theorem 2. Considering the special case of Lemma 4 that the given solution to U-MB problem is an optimal solution with network lifetime \( T_{U-MB}^* \), we can transform it into a solution to C-MB problem on fictitious cost points with network lifetime at least \( (1 - \varepsilon)T_{U-MB}^* \), i.e., there is a solution to C-MB problem on fictitious cost points with network lifetime of at least \( (1 - \varepsilon)T_{U-MB}^* \). Thus, the solution \( \psi_{C-MB}^* \) to C-MB problem on fictitious cost points must have a network lifetime \( T_{C-MB}^* \geq (1 - \varepsilon)T_{U-MB}^* \).

Theorem 2 guarantees that the network lifetime obtained from the LP solution on the \( M \) fictitious cost points is at least \( (1 - \varepsilon) \) of \( T_{U-MB}^* \). As discussed in Section 5.1, the \( N \)-tuple vector embodied by a fictitious cost point only represents the upper cost bound for any point in the corresponding subarea to the \( N \) nodes in the network and a fictitious cost point may not be mapped to a physical point, which is required in the final solution. In the following theorem, we show that if we have an optimal solution to the C-MB problem based on fictitious cost points, we can construct a solution with each point being physically realizable. Further, the network lifetime for this constructed solution is greater than or equal to the maximum network lifetime for the C-MB problem, i.e., \( T_{U-MB} \geq T_{C-MB}^* \). As a result, this new solution is \( (1 - \varepsilon) \) optimal.

Theorem 3 For a given \( \varepsilon > 0 \), define subareas \( A_m \) and fictitious cost points \( p_m, m = 1, 2, \cdots, M \), as discussed in Section 5.1. Given an optimal solution \( \psi_{C-MB}^* \) on these \( M \) fictitious cost points with \( W^*(p_m), f_{ij}^*(p_m), f_{in}^*(p_m) \), and corresponding network lifetime \( T_{C-MB}^* \), a \( (1 - \varepsilon) \) optimal solution \( \psi_{U-MB} \) to U-MB problem can be constructed by having the base station stay in \( A_m \) for
\[
W(A_m) = W^*(p_m)
\]
amount of time with a corresponding flow routing for any point \( p \in A_m \) as

\[
\begin{align*}
f_{ij}(p) & = f_{ij}^*(p_m), \tag{26} \\
f_{ib}(p) & = f_{ib}^*(p_m). \tag{27}
\end{align*}
\]

In Theorem 3, note that in the constructed solution to U-MB problem, when the base station is at any point \( p \in A_m \), the flow routing is the same. In other words, the flow routing only depends on the subarea instead of specific point within this subarea.

**Proof.** In this proof, we will show that \( \psi_{U-MB}^* \) is feasible, i.e., flow balance holds at any point, and the network lifetime of \( \psi_{U-MB}^* \) is at least \( T_{C-MB}^* \). Once we proved this, since \( T_{C-MB}^* \geq (1 - \varepsilon)T_{U-MB}^* \) (see Theorem 2), we know that \( T_{U-MB}^* \) is at least \( (1 - \varepsilon)T_{U-MB} \), i.e., \( \psi_{U-MB}^* \) is \( (1 - \varepsilon) \) optimal.

For flow balance when the base station location \( p \) is in any subarea \( A_m \), we have

\[
\begin{align*}
\sum_{1 \leq k \leq N} f_{ki}(p) + r_i & = \sum_{1 \leq k \leq N} f_{ki}^*(p_m) + r_i = \sum_{1 \leq j \leq N} f_{ij}^*(p_m) + f_{ib}^*(p_m) = \sum_{1 \leq j \leq N} f_{ij}(p) + f_{ib}(p)
\end{align*}
\]

The first equality holds by Eq. (26). The second equality holds by the flow balance in solution \( \psi_{C-MB}^* \). The third equality holds by Eqs. (26) and (27). Thus, solution \( \psi_{U-MB}^* \) is feasible.

For the total consumed energy on node \( i \) at time \( \sum_{m=1}^{M} W(A_m) = \sum_{m=1}^{M} W^*(p_m) = T_{C-MB}^* \), we first have

\[
\int_A c_{ia}(p) f_{ij}(p) W(p) dp = \sum_{m=1}^{M} \int_{A_m} c_{ia}(p) f_{ij}(p) W(p) dp
\]

\[
\leq \sum_{m=1}^{M} \int_{A_m} c_{ia}(p_m) f_{ij}^*(p_m) W(p) dp
\]

\[
= \sum_{m=1}^{M} c_{ia}(p_m) f_{ij}^*(p_m) W(A_m)
\]

\[
= \sum_{m=1}^{M} c_{ia}(p_m) f_{ij}^*(p_m) W^*(p_m)
\]

for \( 1 \leq i \leq N \). The second inequality holds Eq. (27) and \( c_{ia}(p) \leq c_{ia}(p_m) \) in Property 1. The third equality holds by Eq. (21). The last equality holds by Eq. (25). Similarly, we have

\[
\int_A f_{ij}(p) W(p) dp = \sum_{m=1}^{M} f_{ij}^*(p_m) W^*(p_m)
\]
for $1 \leq i, j \leq N$ and $i \neq j$. Thus, we have
\[
\int_{\mathcal{A}} \left[ \sum_{1 \leq k \leq N}^{\neq i} \rho f_{k_i}(p)W(p) + \sum_{1 \leq j \leq N}^{\neq i} C_{ij} f_{ij}(p)W(p) + c_{ib}(p)f_{ib}(p)W(p) \right] dp
\]
\[
= \sum_{1 \leq k \leq N}^{\neq i} \rho \int_{\mathcal{A}} f_{k_i}(p)W(p)dp + \sum_{1 \leq j \leq N}^{\neq i} C_{ij} \int_{\mathcal{A}} f_{ij}(p)W(p)dp + \int_{\mathcal{A}} c_{ib}(p)f_{ib}(p)W(p)dp
\]
\[
\leq \sum_{1 \leq k \leq N}^{\neq i} \rho \sum_{m=1}^{M} f_{k_i}(p_m)W^*(p_m) + \sum_{1 \leq j \leq N}^{\neq i} C_{ij} \sum_{m=1}^{M} f_{ij}(p_m)W^*(p_m) + \sum_{m=1}^{M} c_{ib}(p_m)f_{ib}(p_m)W^*(p_m)
\]
\[
\leq e_i.
\]

The first equality holds by Eqs. (28) and (29). The second equality holds by the energy constraint in solution $\psi^*_C$. Thus, the network lifetime of solution $\psi_U$ is at least $T^*_C \geq (1 - \varepsilon)T^*_U$. This completes the proof. \Box

### 5.3 Summary of Algorithm and Example

The design of the $(1 - \varepsilon)$ optimal algorithm are given in Sections 5.1 and 5.2. We now summarize it into the following algorithm.

**Algorithm 1 (A $(1 - \varepsilon)$ Optimal Algorithm)**

1. Narrow down the search space for base station within smallest enclosing disk $\mathcal{A}$.

2. Within the smallest enclosing disk $\mathcal{A}$, compute the lower and upper cost bounds $C_{ib}^{\text{min}}$ and $C_{ib}^{\text{max}}$ for each node $i \in \mathcal{N}$ by (14) and (15).

3. For a given $\varepsilon > 0$, define a sequence of costs $C[1], C[2], \ldots, C[H_i]$ by (16), where $H_i$ is defined by (17).

4. For each node $i \in \mathcal{N}$, draw a sequence of $(H_i - 1)$ circles corresponding to cost $C[h]$ centered at node $i$, $1 \leq h < H_i$. The intersection of these circles within disk $\mathcal{A}$ will divide $\mathcal{A}$ into $M$ subareas $\mathcal{A}_1, \mathcal{A}_2, \ldots, \mathcal{A}_M$.

5. For each subarea $\mathcal{A}_m$, $1 \leq m \leq M$, define a fictitious cost point $p_m$, which is represented by $N$-tuple cost vector $[c_{ib}(p_m), c_{2b}(p_m), \ldots, c_{Nb}(p_m)]$, where $c_{ib}(p_m)$ is defined in (20).

6. For the C-MB problem on these $M$ fictitious cost points, apply the LP formulation in Section 4 and obtain an optimal solution $\psi^*_C$ with $W^*(p_m), f^*_{ij}(p_m)$, and $f^*_{ib}(p_m)$.

7. Construct a $(1 - \varepsilon)$ optimal solution $\psi_U$ to U-MB problem based on $\psi^*_C$ using the procedure in Theorem 3.
Table 2: Sensor locations, data rate, and initial energy of the example sensor network

<table>
<thead>
<tr>
<th>Node Index</th>
<th>((x_i, y_i))</th>
<th>(r_i)</th>
<th>(e_i)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>(0.1, 0.5)</td>
<td>0.8</td>
<td>390</td>
</tr>
<tr>
<td>2</td>
<td>(1.1, 0.7)</td>
<td>1.0</td>
<td>400</td>
</tr>
<tr>
<td>3</td>
<td>(0.4, 0.1)</td>
<td>0.5</td>
<td>130</td>
</tr>
</tbody>
</table>

Figure 7: The subareas for the example sensor network.

In the above algorithm, Step 6 has the highest complexity (solving an LP). Since there are \((H_i - 1)\) circles radiating from sensor node \(i \in \mathcal{N}\) and one circle for disk \(\mathcal{A}\), the total number of subareas \(M\) through such intersection of circles is upper bounded by \(O(1 + \sum_{i=1}^{N} (H_i - 1)^2) = O((N/\varepsilon)^2)\). Thus, the LP in Step 6 has polynomial size and the complexity of the above algorithm is polynomial.

**Example 2** To illustrate the steps in Algorithm 1, we solve a small 3-sensor network problem as an example. The location, data rate, and initial energy for each sensor are shown in Table 2, where the units of distance, rate, and energy are all normalized. We use \(n = 2\) in this example and the network setting are \(\alpha = 1, \beta = 0.5\) and \(\rho = 1\) under normalized units. For illustration, we set \(\varepsilon = 0.2\).³

In Step 1, we identify \(\text{SED} \, \mathcal{A}\) with origin \(O_{\mathcal{A}} = (0.61, 0.57)\) and radius \(R_{\mathcal{A}} = 0.51\) (see Fig. 7).

In Step 2, we first identify \(\text{SED} \, \mathcal{A}\) with origin \(O_{\mathcal{A}} = (0.61, 0.57)\) and radius \(R_{\mathcal{A}} = 0.51\) (see Fig. 7). Then we have \(D_{i, O_{\mathcal{A}}} = R_{\mathcal{A}} = 0.51\) for each node \(i\), \(1 \leq i \leq 3\). We then find the lower and upper bounds of \(c_{i\alpha}\) for each node \(i\) as follows.

\[
C_{i\alpha}^{\min} = \alpha = 1
\]

³In Section 5.4, we use \(\varepsilon = 0.05\) for all numerical results.
\[ C_{\text{UB}}^{\text{max}} = \alpha + \beta(D_{i,O_A} + R_A)^n = 1 + 0.5 \cdot (0.51 + 0.51)^2 = 1.52 \]

In Step 3, for \( \varepsilon = 0.2 \), we find

\[
H_i = \left[ \frac{\ln(1 + \frac{\beta}{\alpha}(D_{i,O_A} + R_A)^n)}{\ln(1 + \varepsilon)} \right] = \left[ \frac{\ln(1 + \frac{0.5}{1}(0.51 + 0.51)^2)}{\ln(1 + 0.2)} \right] = 3
\]

for each node \( i, 1 \leq i \leq 3 \), and

\[
C[1] = \alpha(1 + \varepsilon) = 1 \cdot (1 + 0.2) = 1.20,
\]

\[
C[2] = \alpha(1 + \varepsilon)^2 = 1 \cdot (1 + 0.2)^2 = 1.44,
\]

\[
C[3] = \alpha(1 + \varepsilon)^3 = 1 \cdot (1 + 0.2)^3 = 1.73.
\]

In Step 4, we draw circles with centered at each node \( i, 1 \leq i \leq 3 \), and with cost \( C[h], 1 \leq h < H_i = 3 \), to divide the whole disk \( A \) into 17 subareas \( A_1, A_2, \cdots, A_{17} \).

In Step 5, we define a fictitious cost point \( p_m \) for each subarea \( A_m, 1 \leq m \leq 17 \). For example, for fictitious cost point \( p_1 \), we define the 3-tuple cost vector as \( [c_{1A}(p_1), c_{2A}(p_1), c_{3A}(p_1)] = [C[1], C[3], C[3]] = [1.2, 1.73, 1.73] \).

In Step 6, we obtain an optimal solution \( \psi^*_{C-MB} \) to C-MB problem on these 17 fictitious cost points by the LP approach discussed in Section 4. We obtain the network lifetime \( T^*_{C-MB} = 190.37 \), \( W^*(p_3) = 157.00 \), \( W^*(p_6) = 33.37 \), and for all other 15 fictitious cost points, we have \( W^*(p_m) = 0 \) (i.e., base station will not visit those areas). When the base station is at fictitious cost point \( p_3 \), the routing is \( f^*_{1A}(p_3) = 1.4, f^*_{2A}(p_3) = 1.0 \), and \( f^*_{3A}(p_3) = 0.6 \). When the base station is at fictitious cost point \( p_6 \), the routing is \( f^*_{1A}(p_6) = 0.8, f^*_{2A}(p_6) = 1.0 \), and \( f^*_{3A}(p_6) = 0.6 \).

In Step 7, we obtain a \( (1 - \varepsilon) \) optimal solution \( \psi^*_{U-MB} \) to U-MB problem as follows. Let the base station stay at any point in subarea \( A_3 \) for 157.00 time and stay at any point in subarea \( A_6 \) for 33.37 time. When the base station is at a point \( p \) in subarea \( A_3 \), the routing is \( f_{1B}(p) = 1.4, f_{2B}(p) = 1.0 \), and \( f_{3B}(p) = 0.6 \). When the base station is at a point \( p \) in subarea \( A_6 \), the routing is \( f_{1B}(p) = 0.8, f_{2B}(p) = 1.0 \), and \( f_{3B}(p) = 0.6 \). The network lifetime for \( \psi^*_{U-MB} \) is greater than or equal to 190.37 and is \( (1 - \varepsilon) \) optimal.

\[\Box\]

### 5.4 Numerical Results

Now we apply the \( (1 - \varepsilon) \) optimal algorithm for larger sized networks and use numerical results to demonstrate the efficacy of the algorithm. We consider three randomly generated networks consisting of 10, 20, 50, and 100 nodes deployed over a \( 1 \times 1 \) square, respectively. The data rate and initial energy for each node are randomly generated between \([0, 1]\) and \([50, 500]\), respectively. The units of distance, rate, and energy are all normalized appropriately. The normalized parameters in energy consumption model are \( \alpha = \beta = \rho = 1 \). We assume the path loss index \( n = 2 \).
Table 3: Each node’s Cartesian coordinates, data generation rate and initial energy for a small 10-node network.

<table>
<thead>
<tr>
<th>( (x_i, y_i) )</th>
<th>( r_i )</th>
<th>( e_i )</th>
<th>( (x_i, y_i) )</th>
<th>( r_i )</th>
<th>( e_i )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.0, 0.8)</td>
<td>0.8</td>
<td>150</td>
<td>(0.6, 0.7)</td>
<td>0.6</td>
<td>370</td>
</tr>
<tr>
<td>(1.0, 1.0)</td>
<td>1.0</td>
<td>200</td>
<td>(0.4, 0.6)</td>
<td>0.2</td>
<td>420</td>
</tr>
<tr>
<td>(0.3, 0.4)</td>
<td>0.6</td>
<td>130</td>
<td>(0.2, 0.9)</td>
<td>0.6</td>
<td>100</td>
</tr>
<tr>
<td>(0.8, 0.5)</td>
<td>0.8</td>
<td>460</td>
<td>(0.9, 0.1)</td>
<td>0.4</td>
<td>80</td>
</tr>
<tr>
<td>(0.7, 0.3)</td>
<td>0.3</td>
<td>170</td>
<td>(0.5, 0.2)</td>
<td>1.0</td>
<td>150</td>
</tr>
</tbody>
</table>

Figure 8: Results for the small 10-node network.

The required accuracy for approximation algorithm \( \varepsilon \) is set to \( \varepsilon = 0.05 \) for all numerical results. That is, we are pursuing a solution with a network lifetime that is at least 95% of the maximum network lifetime.

The network setting (location, data rate, and initial energy for each node) for the 10-node network is given in Table 3. By applying Algorithm 1, we obtain a \((1-\varepsilon)\) optimal network lifetime 142.86, which is guaranteed to be at least 95% of the optimum. In Table 4, we have seven subareas that will be visited by the base station in the \((1-\varepsilon)\) optimal solution. For illustration purpose, we use a point \((x, y)\) within a subarea \(A_m\) to represent the approximate location of this subarea. For example, we use the point \((0.93, 0.96)\) to represent the subarea that contains this point. Table 4 lists the corresponding time duration for the base station to stay in each of these 7 subareas. The flow routing solution when the base station is in each of the 7 subareas is different as expected. For illustration, in Fig. 8(b), we show the flow routing solution when the base station is in subarea containing the point \((0.93, 0.96)\), where a circle represents a sensor node and a star represents a subarea for base station.

It is worth noting that for 95% of accuracy in optimality, there are only 7 subareas for the base station to visit. It turns out that for 20, 50, and 100 node networks, the number of subareas that needs to be visited by the base station...
Table 4: \((1 - \varepsilon)\) optimal results for the small 10-node network with \(\varepsilon = 0.05\).

<table>
<thead>
<tr>
<th>(A_m(x, y))</th>
<th>(W(A_m))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.93, 0.96)</td>
<td>4.28</td>
</tr>
<tr>
<td>(0.88, 0.19)</td>
<td>3.54</td>
</tr>
<tr>
<td>(0.68, 0.90)</td>
<td>0.04</td>
</tr>
<tr>
<td>(0.94, 0.89)</td>
<td>50.36</td>
</tr>
<tr>
<td>(0.69, 0.22)</td>
<td>44.00</td>
</tr>
<tr>
<td>(0.90, 0.40)</td>
<td>27.15</td>
</tr>
<tr>
<td>(0.23, 0.86)</td>
<td>13.49</td>
</tr>
</tbody>
</table>

Table 5: Each node’s Cartesian coordinates, data generation rate and initial energy for a 20-node network.

<table>
<thead>
<tr>
<th>((x_i, y_i))</th>
<th>(r_i)</th>
<th>(e_i)</th>
<th>((x_i, y_i))</th>
<th>(r_i)</th>
<th>(e_i)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.52, 0.02)</td>
<td>0.6</td>
<td>480</td>
<td>(0.29, 0.14)</td>
<td>0.6</td>
<td>120</td>
</tr>
<tr>
<td>(0.74, 0.76)</td>
<td>0.3</td>
<td>310</td>
<td>(0.05, 0.99)</td>
<td>0.4</td>
<td>60</td>
</tr>
<tr>
<td>(0.95, 0.03)</td>
<td>0.8</td>
<td>150</td>
<td>(0.84, 0.06)</td>
<td>1.0</td>
<td>180</td>
</tr>
<tr>
<td>(0.53, 0.63)</td>
<td>0.6</td>
<td>220</td>
<td>(0.99, 0.37)</td>
<td>0.4</td>
<td>340</td>
</tr>
<tr>
<td>(0.58, 1.00)</td>
<td>0.4</td>
<td>230</td>
<td>(0.73, 0.67)</td>
<td>0.8</td>
<td>220</td>
</tr>
<tr>
<td>(0.48, 0.84)</td>
<td>0.7</td>
<td>160</td>
<td>(0.53, 0.27)</td>
<td>0.5</td>
<td>380</td>
</tr>
<tr>
<td>(0.17, 0.83)</td>
<td>0.1</td>
<td>380</td>
<td>(0.57, 0.05)</td>
<td>0.7</td>
<td>250</td>
</tr>
<tr>
<td>(0.73, 0.39)</td>
<td>0.1</td>
<td>500</td>
<td>(0.88, 0.84)</td>
<td>0.2</td>
<td>240</td>
</tr>
<tr>
<td>(0.36, 0.98)</td>
<td>0.1</td>
<td>430</td>
<td>(0.26, 0.12)</td>
<td>0.9</td>
<td>440</td>
</tr>
<tr>
<td>(0.76, 0.02)</td>
<td>0.7</td>
<td>500</td>
<td>(0.71, 0.21)</td>
<td>0.3</td>
<td>70</td>
</tr>
</tbody>
</table>

Table 6: \((1 - \varepsilon)\) optimal results for the small 20-node network with \(\varepsilon = 0.05\).

<table>
<thead>
<tr>
<th>(A_m(x, y))</th>
<th>(W(A_m))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.28, 0.33)</td>
<td>2.86</td>
</tr>
<tr>
<td>(0.27, 0.47)</td>
<td>8.44</td>
</tr>
<tr>
<td>(0.95, 0.86)</td>
<td>9.62</td>
</tr>
<tr>
<td>(0.80, 0.06)</td>
<td>5.34</td>
</tr>
<tr>
<td>(0.70, 0.11)</td>
<td>108.05</td>
</tr>
<tr>
<td>(0.88, 0.05)</td>
<td>9.92</td>
</tr>
</tbody>
</table>
Figure 9: The small 20-node network.

Table 7: \((1 - \varepsilon)\) optimal results for the medium 50-node network with \(\varepsilon = 0.05\).

<table>
<thead>
<tr>
<th>(\mathcal{A}_m(x,y))</th>
<th>(W(\mathcal{A}_m))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.13, 0.11)</td>
<td>0.39</td>
</tr>
<tr>
<td>(0.17, 0.64)</td>
<td>1.47</td>
</tr>
<tr>
<td>(0.32, 0.90)</td>
<td>26.23</td>
</tr>
<tr>
<td>(0.25, 0.61)</td>
<td>27.72</td>
</tr>
<tr>
<td>(0.49, 0.12)</td>
<td>3.43</td>
</tr>
<tr>
<td>(0.94, 0.10)</td>
<td>9.66</td>
</tr>
<tr>
<td>(0.34, 0.26)</td>
<td>8.37</td>
</tr>
<tr>
<td>(0.16, 0.30)</td>
<td>45.03</td>
</tr>
</tbody>
</table>

is still very small (7 subareas for 20-node network, 8 subareas for 50-node network, and 12 subareas for 100-node network). This new observation is not obvious. But it is a good news as it hints that the base station does not need to be involved in frequent movement to achieve near-optimal solution.

The network setting for a small 20-node network (with location, data rate, and initial energy for each of the 20 sensor nodes) is given in Table 5. By applying Algorithm 1, we obtain the \((1 - \varepsilon)\) optimal network lifetime 144.23, which is guaranteed to be at least within 95\% of the optimal. Again, we use a point \((x, y)\) within the chosen subarea \(\mathcal{A}_m^*\) to represent the approximate location of this subarea. For this particular 20-node network setting, we have 6 subarea in the final solution, with the corresponding time duration in each subarea listed in Table 6.

For the 50-node network, the positions of the nodes are shown in Fig. 10, where a circle represents a sensor node and a star represents an optimal subarea for base station. We omit to list the coordinates of each node due to paper length limitation. The data rate and initial energy for each node are randomly generated between \([0.1, 1]\) and \([50, 500]\), respectively. By applying Algorithm 1, we obtain a \((1-\varepsilon)\) optimal network lifetime 122.30. Again, we use a point \((x, y)\) within a subarea \(\mathcal{A}_m\) to represent the approximate location of this subarea. For this particular 50-node network setting, we have 8 subareas that the base station should visit in the final solution, with the corresponding
Figure 10: A 50-node network used in numerical investigation.

Table 8: \((1 - \varepsilon)\) optimal results for the 100-node network with \(\varepsilon = 0.05\).

<table>
<thead>
<tr>
<th>(A_m(x, y))</th>
<th>(W(A_m))</th>
</tr>
</thead>
<tbody>
<tr>
<td>(0.75, 0.83)</td>
<td>0.15</td>
</tr>
<tr>
<td>(0.86, 0.05)</td>
<td>0.38</td>
</tr>
<tr>
<td>(0.69, 0.28)</td>
<td>50.14</td>
</tr>
<tr>
<td>(0.24, 0.04)</td>
<td>2.10</td>
</tr>
<tr>
<td>(0.59, 0.88)</td>
<td>0.57</td>
</tr>
<tr>
<td>(0.81, 0.82)</td>
<td>0.09</td>
</tr>
<tr>
<td>(0.20, 0.53)</td>
<td>21.21</td>
</tr>
<tr>
<td>(0.91, 0.09)</td>
<td>0.05</td>
</tr>
<tr>
<td>(0.40, 0.68)</td>
<td>41.64</td>
</tr>
<tr>
<td>(0.89, 0.19)</td>
<td>3.16</td>
</tr>
<tr>
<td>(0.61, 0.79)</td>
<td>23.82</td>
</tr>
<tr>
<td>(0.19, 0.02)</td>
<td>6.14</td>
</tr>
</tbody>
</table>

time duration in each subarea listed in Table 7.

Finally, we consider a 100-node network shown in Fig. 11. Again, we omit to list the coordinates of each node due to paper length limitation. The data rate and initial energy for each node are again randomly generated between \([0.1, 1]\) and \([50, 500]\), respectively. By applying Algorithm 1, we have a \((1 - \varepsilon)\) optimal network lifetime 149.45. For this particular 100-node network setting, we have 12 subareas that the base station should visit in the solution, with the corresponding time duration in each subarea listed in Table 8.

6 Related Work

Energy efficient routing has been an active area of research for sensor network in recent years (see, e.g., [19, 22, 24, 26]). It is now well understood that energy efficient routing differs from lifetime-optimal routing as the former advocates the use of minimum energy-cost path, which may overload nodes along some common shared path,
leading to poor performance in network lifetime.

Routing algorithms to maximize network lifetime has been an active area of research even for fixed base station location (see, e.g., [3, 4, 5, 20] and references therein). The focus is mainly devoted to how to split traffic flow along different routes and how to adjust power level at each node so that some optimal flow routing topology can be set up to maximize network lifetime. These early work have laid foundation on the importance of power control and flow routing topology on network lifetime performance.

There are some recent work on optimal base station placement [8, 17]. The focus on these efforts is on finding an optimal fixed position for the base station so that network lifetime can be maximized. However, as pointed out in [15, 28], network lifetime can be substantially increased if the optimization space can be expanded to include movement of the base station during the course of sensor network operation.

Relevant work in the area of mobile base station for network lifetime problems include [2, 9, 15, 25, 28]. In [2, 9, 25], the locations of base station are constrained on a set of “pre-determined” locations. In [28], Younis et al. show that mobile base station can increase network lifetime. In [15], Luo and Hubaux propose to minimize the maximum load on a node among all the nodes in the network, which can be considered as an equivalent problem to maximize network lifetime. The results in [15, 28] are heuristic, and thus do not provide any theoretical bound on network lifetime performance.

Note that the mobile base station problem considered in this paper differs fundamentally from the delay-tolerant network (DTN) (see, e.g., [13, 29]). DTN is assumed to experience frequent and long duration partition. The focus is to leverage storage at the intermediate nodes over long period of time and perform intermittent routing “over time” (i.e., delay tolerant) so as to achieve “eventual delivery”. Network lifetime is not a major performance objective in the context of DTN.
7 Conclusions

The benefits of employing mobile base station to prolong sensor network lifetime are significant. However, due to the complexity of the problem (time-dependent network topology and traffic routing), provably optimal theoretical results have remained an open research area before this paper. This paper fills in this important gap by contributing a provably optimal algorithm regarding the location of a mobile base station. The foundation of both result hinges upon a novel time-to-space transformation for problem formulation. Based on this transformation, we present an intermediate result which says that when the location of the base station are constrained to be on a set of predetermined points, then the optimal solution can be obtained via a single LP. Building upon this intermediate result, our main result addressed the general mobile base station problem where the location of the base station is unconstrained. We developed a provably $(1 - \varepsilon)$ optimal algorithm for the mobile base station location problem such that the network lifetime is guaranteed to be at least $(1 - \varepsilon)$ of the maximum network lifetime, where $\varepsilon > 0$ can be made arbitrarily small depending on required precision.

Appendix – Proof of Lemma 4

We will show solution $\varphi_{C-MB}$ is feasible, i.e., flow balance holds at each point, and the network lifetime of $\varphi_{C-MB}$ is at least $(1 - \varepsilon) \cdot T_{U-MB}$.

For flow balance when the base station location is $p_m$, we have

$$\sum_{1 \leq k \leq N} \sum_{k \neq i} f_{ki}(p_m) + r_i = \sum_{1 \leq k \leq N} \int_{A_m} f_{ki}(p) W(p) \, dp \frac{W(A_m)}{W(A_m)} + \int_{A_m} r_i W(p) \, dp \frac{W(A_m)}{W(A_m)}$$

$$= \int_{A_m} \left[ \sum_{1 \leq k \leq N} f_{ki}(p) + r_i \right] W(p) \, dp \frac{W(A_m)}{W(A_m)}$$

$$= \int_{A_m} \left[ \sum_{1 \leq j \leq N} f_{ij}(p) + f_{iu}(p) \right] W(p) \, dp \frac{W(A_m)}{W(A_m)}$$

$$= \sum_{1 \leq j \leq N} \int_{A_m} f_{ij}(p) \, dp \frac{W(A_m)}{W(A_m)} + \int_{A_m} f_{iu}(p) \, dp \frac{W(A_m)}{W(A_m)}$$

$$= \sum_{1 \leq j \leq N} \left( f_{ij}(p_m) + f_{iu}(p_m) \right).$$

The first equality holds by Eq. (23). The third equality holds by the flow balance in solution $\varphi_{U-MB}$. The last equality holds by Eqs. (23) and (24). Thus, solution $\varphi_{C-MB}$ is feasible.
For the total consumed energy on node $i$ at time $t$, we first have

\[
\sum_{m=1}^{M} c_{iB}(p_m) f_{iB}(p_m) W(p_m) = \sum_{m=1}^{M} c_{iB}(p_m) \frac{\int_{A_m} f_{iB}(p) dp}{W(A_m)} W(p_m)
\]

\[
= (1 - \varepsilon) \sum_{m=1}^{M} c_{iB}(p_m) \int_{A_m} f_{iB}(p) dp
\]

\[
\leq (1 - \varepsilon) \sum_{m=1}^{M} (1 + \varepsilon) \int_{A_m} c_{iB}(p) f_{iB}(p) dp
\]

\[
< \sum_{m=1}^{M} \int_{A_m} c_{iB}(p) f_{iB}(p) dp
\]

\[
= \int_{A} c_{iB}(p) f_{iB}(p) dp
\]

(30)

for $1 \leq i \leq N$. The first equality holds by Eq. (24). The second equality holds by Eq. (22). The third inequality holds by $c_{iB}(p_m) \leq (1 + \varepsilon)c_{iB}(p)$ in Property 1. Similarly, we have

\[
\sum_{m=1}^{M} f_{ij}(p_m) W(p_m) < \int_{A} f_{ij}(p) dp
\]

(31)

for $1 \leq i, j \leq N$ and $i \neq j$. Thus, we have

\[
\sum_{m=1}^{M} \left[ \sum_{1 \leq k \leq N} \rho f_{ki}(p_m) W(p_m) + \sum_{1 \leq j \leq N} C_{ij} f_{ij}(p_m) W(p_m) + c_{iB}(p_m) f_{iB}(p_m) W(p_m) \right]
\]

\[
= \sum_{1 \leq k \leq N} \rho f_{ki}(p) dp + \sum_{1 \leq j \leq N} C_{ij} f_{ij}(p) dp + \int_{A} c_{iB}(p) f_{iB}(p) dp
\]

\[
< \sum_{1 \leq k \leq N} \rho f_{ki}(p) dp + \sum_{1 \leq j \leq N} C_{ij} f_{ij}(p) dp + \int_{A} c_{iB}(p) f_{iB}(p) dp
\]

\[
= \int_{A} \left[ \sum_{1 \leq k \leq N} \rho f_{ki}(p) + \sum_{1 \leq j \leq N} C_{ij} f_{ij}(p) + c_{iB}(p) f_{iB}(p) \right] dp \leq e_i
\]

The first equality holds by Eqs. (30) and (31). The last inequality holds by the energy constraint in solution $\varphi_{U-MB}$. Thus, the network lifetime of solution $\varphi_{C-MB}$ is at least $(1 - \varepsilon) \cdot T_{U-MB}$. This completes the proof.
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