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Abstract—This paper presents a distributed cross-layer opti-
mization algorithm for a multihop cognitive radio network, with
the objective of maximizing data rates for a set of user communi-
cation sessions. We study this problem with joint consideration of
power control, scheduling, and routing. Even under a centralized
approach, such a problem has a mixed-integer nonlinear program
formulation and is likely NP-hard. Thus, a distributed problem is
very challenging. The main contribution of this paper is the de-
velopment of a distributed optimization algorithm that iteratively
increases data rates for user communication sessions. During
each iteration, our algorithm has routing, minimalist scheduling,
and power control/scheduling modules for improving the current
solution at all three layers. To evaluate the performance of the
distributed optimization algorithm, we compare it with an upper
bound of the objective function. Results show that the distributed
optimization algorithm can achieve a performance close to this
upper bound. Because the optimal solution (unknown) is between
the upper bound and the solution obtained by our distributed
algorithm, we conclude that the results obtained by our distributed
algorithm are highly competitive.

Index Terms—Cognitive radio network (CRN), cross-layer
optimization, distributed algorithm, power control, routing,
scheduling.

I. INTRODUCTION

COGNITIVE RADIO (CR) is a core technology for next-
generation wireless networks. In a CR network (CRN),

each node is equipped with a CR for wireless communica-
tions, which employs recent advances in RF design, signal
processing, and communications software [26]. Such a node
can dynamically access spectrum, and thus, a CRN has great
potential to improve spectrum efficiency. In addition to the
well-known primary/secondary network setting, CR’s capabil-
ity of sensing, adaptation, and learning makes it a candidate for
many other important applications [26]. For example, CR is the
key technology for radio interoperability in the U.S. military,
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i.e., the Joint Tactical Radio System (JTRS) program [9], public
safety, i.e., SAFECOM program [19], and future mobile base
stations, e.g., see the product line from Vanu Inc. [25].

There are some unique features in a CRN. A node may
have a different set of available frequency bands, each may
be of unequal size. Due to the software nature of CR, a node
can simultaneously use multiple available frequency bands.
From the wireless networking perspective, these new features of
CRNs offer a whole new set of research problems in algorithm
design and protocol implementation.

In this paper, we consider how we can design a distributed
optimization algorithm for a CRN. The goal is to optimize
network resource utilization, with the specific objective of max-
imizing a global scaling factor K under a given minimum rate
requirement r(l) for each session l. That is, we aim at finding
the maximum K such that at least K · r(l) amount of data
can be transported for each session l. Because power control
directly affects the receiving power at a destination node (signal
power) and at other nodes (interference power), it has a pro-
found impact on interference relationship among the nodes
and on scheduling. Moreover, power control and scheduling
determine link capacities, which, in turn, affect routing. Thus,
a networking problem for CRNs is inherently cross layer
in nature and calls for joint consideration of power control,
scheduling, and routing.

The main contribution of this paper is the development of
a distributed optimization algorithm. We give details of the
iterative steps in the algorithm on how we can increase a
scaling factor for user communication sessions. During each
iteration, we aim at increasing the smallest scaling factor among
all the sessions in the network. In our proposed algorithm,
there are two separate processes: 1) a Conservative Iterative
Process (CIP) and 2) an Aggressive Iterative Process (AIP). CIP
aims at increasing the smallest scaling factor without affecting
any other session, whereas under AIP, other sessions’ scaling
factors can be decreased, as long as the affected scaling factors
do not fall below the one that is being increased. The need of
AIP is easy to understand. The reason that CIP is needed is not
trivial and will be explained in Section III-B.

Both CIP and AIP incorporate three modules: 1) routing;
2) minimalist scheduling; and 3) power control/scheduling.
In the routing module, link cost can be defined by the so-
called bandwidth-footprint product (BFP) metric [22]. In the
minimalist scheduling module, scheduling assignments along
the minimum-cost route are made only when there is no other
choice (and thus follows minimalist approach). The reason for
this minimalist approach is that power control may change the
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conflict relationship among links. Therefore, scheduling assign-
ment is best done with joint consideration of power control.
Finally, the power control/scheduling module determines all
the remaining scheduling assignments and transmission powers
and increases flow rate on the minimum-cost route.

To evaluate the performance of the distributed optimization
algorithm, we compare it to an upper bound of the objective
function, because the optimal solution cannot be obtained by
its mixed-integer nonlinear program (MINLP) formulation.
Simulation results show that the achievable performance by our
distributed algorithm is close to the upper bound. Because the
optimal solution (unknown) lies between the upper bound and
the feasible solution obtained by our distributed algorithm, we
conclude that the results obtained by our distributed algorithm
are very close to the optimal solution and thus are highly
competitive.

The rest of this paper is organized as follows. In Section II,
we present a mathematical model for power control, schedul-
ing, and routing. In Section III, we give details on the de-
sign of our distributed optimization algorithm. In Section IV,
we present simulation results for the distributed algorithm
and compare the results with those from an upper bound of
the objective function. Section V reviews related work, and
Section VI concludes this paper.

II. COGNITIVE RADIO NETWORK MODELING

We consider a multihop CRN with a set of N nodes. We
assume that each CR can work on a set of frequency bands
(denoted as M), and the bandwidth of each band is W .1 As
discussed in the Introduction, due to other users’ activities,
a node in CRN may not be allowed to use all bands in M.
Instead, a node performs spectrum sensing to identify the so-
called spectrum white space2 (or holes) and uses them for
wireless communications. That is, each node i ∈ N identifies
a set of available frequency bands Mi (the set of spectrum
white space), which may not be the same at different nodes.
We consider a set of L user communication (unicast) sessions,
each with a minimum rate requirement. Denote s(l) and d(l)
as the source and destination nodes of session l ∈ L and r(l)
as the minimum rate requirement of session l. In this paper, we
want to find the maximum global scaling factor K such that at
least K · r(l) amount of data can be transported for each session
l ∈ L.

A. Scheduling and Power Control

Scheduling for transmission at each node in the network can
be done in time, frequency, or code domain. In this paper, we
consider scheduling in the frequency domain in the form of
frequency bands. We assume that there are a sufficient number
of frequency bands for scheduling. If the number of bands
is small at the beginning, then subband division should be

1The case of heterogeneous bandwidth for each frequency band can easily
be extended.

2In [14], a band is considered white space if it remains unoccupied for at
least 10 min.

performed so that a sufficient number of new subbands are
available before running our algorithm. We now present the
necessary and sufficient condition for successful transmission.

Suppose that band m is available at both nodes i and j,
i.e., m ∈ Mi and m ∈ Mj . Denote gm

ij as the propagation
gain for transmission from node i to node j on frequency
band m and pm

ij as the power for this transmission. Under the
protocol interference model, a data transmission from node i to
node j on frequency band m is successful only if the received
transmission power at node j exceeds a power threshold Pm

T

[22], i.e., pm
ij · gm

ij ≥ Pm
T . Based on this condition, we can

calculate the minimum required transmission power at node i
on band m as (pm

ij )T = Pm
T /gm

ij . Then, we have

pm
ij ≥

(
Pm

ij

)
T

. (1)

In addition, under the protocol interference model, an inter-
ference power is considered nonnegligible only if it exceeds
a threshold Pm

I at a receiver [22]. Suppose that there is a
transmission from node i to node j on band m and another
transmission k → h on the same band. Then, the interference
from node k to node j is considered negligible only if pm

kh ·
gm

kj ≤ Pm
I . Based on this condition, we can calculate the maxi-

mum allowed transmission power at node k on band m (which
is considered as interference at node j) as (Pm

kj )I = Pm
I /gm

kj .
Then, to make the interference negligible on node j, we
must have

pm
kh ≤

(
Pm

kj

)
I
. (2)

Both (1) and (2), when considered in isolation, are necessary
conditions for successful transmission. However, when jointly
considered, they become a sufficient condition.

We now formulate these conditions for successful transmis-
sion in a multihop network setting, with joint consideration
of power control and scheduling. First, we introduce binary
indicator xm

ij , which is 1 if node i transmits data to node j
on frequency band m; otherwise, the binary indicator is 0.
As aforementioned, we consider scheduling in the frequency
domain, and thus, once a band m ∈ Mi is used by node i for
transmission or reception, this band cannot be used again by
node i for other transmission or reception. That is, we have

∑
j∈T m

i

xm
ij +

∑
k∈T m

i

xm
ki ≤ 1 (3)

where T m
i is the set of nodes to which node i can trans-

mit under full power Pm
max on band m, i.e., T m

i = {j :
(pm

ij )T ≤ Pm
max, j �= i,m ∈ Mj}.3 Similarly, denote Im

j as the
set of nodes that can produce interference on node j on
band m under full power Pm

max, i.e., Im
j = {k : (Pm

kj )I ≤
Pm

max,m ∈ Mk}. Based on (1) and (2), we have the following

3We assume that gm
ij = gm

ji . As a result, T m
i is also the set of nodes from

which node i can receive under full power P m
max on band m.
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conditions for successful transmission on link i → j and inter-
fering link k → h:

pm
ij

{
∈

[(
Pm

ij

)
T

, Pm
max

]
, if xm

ij = 1
= 0, if xm

ij = 0

pm
kh ≤

{ (
Pm

kj

)
I
, if xm

ij = 1
Pm

max, if xm
ij = 0

(
k ∈ Im

j , k �= i, h ∈ T m
k

)
.

Mathematically, these conditions can be rewritten as

pm
ij ∈

[(
Pm

ij

)
T

xm
ij , Pm

maxx
m
ij

]
(4)

pm
kh ≤Pm

max−
(
Pm

max−
(
Pm

kj

)
I

)
xm

ij

(
k∈Im

j −{i}, h∈T m
k

)
.

(5)

Denote Pmax as the maximum total transmission power at a
node on all bands. Then, for each node i, we have∑

m∈Mi

∑
j∈T m

i

pm
ij ≤ Pmax. (6)

B. Flow Routing Under Link Capacity Constraint

Recall that our objective is to maximize a global scaling fac-
tor K so that at least K · r(l) amount of data can be transported
for each session l ∈ L. That is, suppose that each session l has
a scaling factor K(l) so that an amount of K(l) · r(l) data can
be transported for session l. We have

K ≤ K(l) (l ∈ L). (7)

Then, we want to maximize K by optimizing all K(l), l ∈ L.
Due to the limited transmission range of a node, it is necessary
to employ multihop for data routing. Furthermore, to achieve
optimality, it is also necessary to allow flow splitting due to its
ability for load balancing and increased flexibility.

Mathematically, this case can be modeled as follows. Denote
fij(l) as the data rate on link i → j that is attributed to session
l, where i ∈ N , j ∈ Ti =

⋃
m∈Mi

T m
i . If node i is the source

node s(l) of session l, then∑
j∈Ti

fij(l) = K(l) · r(l). (8)

If node i is the destination node d(l) of session l, then∑
k∈Ti

fki(l) = K(l) · r(l). (9)

If node i is an intermediate relay node for session l, i.e., i �= s(l)
and i �= d(l), then

j �=s(l)∑
j∈Ti

fij(l) =
k �=d(l)∑
k∈Ti

fki(l). (10)

In addition to the aforementioned flow-balance equations at
each node i ∈ N for session l ∈ L, the aggregated flow rates on

Fig. 1. Flow chart of our algorithm.

each radio link cannot exceed this link’s capacity, i.e.,

s(l) �=j,d(l) �=i∑
l∈L

fij(l) ≤
∑

m∈Mij

W log2

(
1 +

gm
ij

ηW
pm

ij

)
(11)

where η is the ambient Gaussian noise density. Note that the
denominator inside the log function contains only ηW . This
condition is due to the protocol interference model, i.e., when
node i transmits to node j on band m, the interference from
all other nodes in this band must be kept negligible to meet the
scheduling constraint.

III. DESIGN OF A DISTRIBUTED

OPTIMIZATION ALGORITHM

In this section, we present a distributed optimization algo-
rithm for our problem. The main idea of this algorithm is given
in Section III-A, which includes session selection, routing,
minimalist scheduling, and power control/scheduling modules.
The details of each module are described in Section III-B.

A. Main Idea

Our distributed algorithm iteratively increases the smallest
scaling factor among all sessions and terminates when it cannot
be further increased. In a distributed network, the source node
s(l) of each session l ∈ L maintains its own current scaling
factor K(l). Recall that, by (7), the objective K is equal to
the smallest scaling factor among all sessions. During each
iteration, source nodes elect the smallest scaling factor among
all sessions in L by broadcasting their scaling factors [15].
Note that at different hops, these broadcast messages can be
transported on different bands. Thus, there is no need to have
a common band in the network for broadcast. When there are
multiple sessions with the same smallest scaling factor, the tie
is deterministically broken by choosing the session with the
smallest source node ID.

Upon identifying the session l with the smallest current
scaling factor K(l), the algorithm moves onto an iteration
process as shown in Fig. 1. There are two separate processes:
CIP (see Fig. 1, left) and AIP (see Fig. 1, right). Although
both processes contain routing, minimalist scheduling, and
power control/scheduling modules, they differ in objectives
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and details. The objective of CIP is to increase K(l) with-
out affecting (decreasing) the current scaling factors of other
sessions in L. On the other hand, the objective of AIP is to
aggressively increase K(l) by decreasing the current scaling
factors of some other sessions in L, as long as they do not fall
below the newly increased K(l). The need of AIP is easy to
understand. Therefore, we have the following question: Why
is CIP necessary? The answer to this question lies in the way
the link cost is defined in the AIP–Routing module, which is
different from that in the CIP–Routing module. We will explain
in detail how the definition of link cost in AIP–Routing module
calls for the need of CIP in Section III-B (see Remark 1).

We now present the ideas in the routing module under CIP
and AIP. During an iteration, the routing, scheduling, and power
control for session l in the previous iterations are intact. The
CIP–Routing module aims at finding an additional route (which
could overlap with previous routes) for session l onto which
there is a potential to push more data rate. This routing module
is based on the minimum cost, which can distributedly be
implemented. The key step in CIP–Routing is the definition
of incremental link cost (ILC) for pushing more data rate
onto a link. This cost should only require local information
and can distributedly be computed. On the other hand, under
the AIP–Routing module, all links that carry sessions whose
current scaling factors are greater than K(l) will be considered.
The cost on these links will be redefined to reflect that session
l may push more data rate at the expense of decreasing the data
rate of sessions currently with larger scaling factors.

We now present the ideas in the minimalist scheduling mod-
ule under CIP and AIP. Our approach is minimalist, because
only necessary scheduling decisions are made. In particular,
under CIP–Minimalist Scheduling, a new band should be as-
signed to a hop if there is no remaining capacity on this hop
and current transmission powers on all active bands cannot
be further increased. If there is only one unassigned band
on this hop, the transmitter of this hop will use this band
(because there is no other option), subject to the scheduling
constraint (3). On the other hand, when there are multiple
unassigned bands, the minimalist approach calls for deferring
band assignment in the power control/scheduling module (see
the following paragraph). The reason for this deferring is that
power control may change the conflict relationship among the
nodes. Therefore, scheduling decision (band assignment among
multiple unassigned bands) is best done with joint consideration
of power control. The AIP–Minimalist Scheduling module
follows a similar process, with the difference being when a
new band should be assigned. This condition is because, under
AIP–Minimalist Scheduling, if a hop carries sessions with their
current scaling factors greater than K(l), then there is no need
to assign a new band; the rates of these sessions can be reduced
to leave more room for increasing the rate of session l.

Finally, we discuss the power control/scheduling module
under CIP and AIP. This module sets the transmission power on
a currently active band or some new band along the minimum-
cost route chosen in the routing module. The objective is to
allow some additional flow rate f(l) to be transported on this
route for session l. The specific value of f(l) can be determined
hop by hop along the minimum-cost route. Under CIP–Power

Control/Scheduling, each transmitter along the route tries the
following strategies to accommodate f(l): 1) Use the remaining
capacity on this hop if possible; 2) increase the transmission
power on a currently active band to increase link capacity; and
3) use a new frequency band (previously unassigned). Recall
that, in the minimalist scheduling approach, band assignment
is deferred when there are multiple unassigned bands on a hop.
This deferred band assignment is fulfilled in strategy 3. It is also
important to realize that, when a new band is assigned, the max-
imum allowed transmission power at a nearby node on this band
may be reduced by (5). The AIP–Power Control/Scheduling
module is similar to the CIP–Power Control/Scheduling mod-
ule, but it has one more strategy for accommodating f(l). That
is, in strategy 1, AIP–Power Control/Scheduling will also check
whether f(l) can be accommodated by the newly released
capacity from sessions currently with larger scaling factors.

It should be clear that the smallest scaling factor among
all the sessions will be increased after either CIP or AIP is
successfully completed after an iteration.

B. Algorithm Details

Before we present the details in our algorithm, we first
introduce the following notation. For the distributed algorithm,
we redefine xm

ij as follows:

xm
ij =

{ 1, if band m is used (assigned) on link i → j
0, if band m is unassigned on link i → j
−1, if band m cannot be used on link i → j.

Another notation that we need in the iteration of the distributed
algorithm is the maximum allowed transmission power (pm

ij )U .
Recall that, by (4), Pm

max is the maximum transmission power
at a node on band m. During an iteration, a node may find that,
under (5) and (6), the current maximum allowed transmission
power may be smaller than Pm

max. We use (pm
ij )U for this

purpose, where subscript U indicates the current upper bound
on the transmission power.

Routing Module: As discussed in Section III-A, the key step
in the routing module is the definition of link cost that captures
network resource usage. Network resource usage can be defined
in a number of ways, which typically includes bandwidth usage.
However, as pointed out in [13], bandwidth usage can only
characterize network resource usage in spectrum, but not the
impact (i.e., interference) of radio transmission in space. For
example, a node that transmits with the same channel band-
width but with different power levels will produce different
interference footprint areas. To account for both the spectrum
usage and the impact of a CR in space dimension, the so-
called BFP metric was introduced in [22] and will also be
adopted in this paper. Therefore, the ILC for pushing more
data rate onto a link can be defined as the incremental BFP
per additional data rate. For our problem, because each band
has the same bandwidth, BFP reduces to footprint, which is the
interference area for a transmission. Therefore, the definition of
ILC becomes the additional footprint over the increase of flow
rate for the session with the smallest scaling factor.

To compute the footprint area, we adopt the simple propaga-
tion gain model gm

ij = d−αm
ij , where dij is the physical distance



4062 IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 59, NO. 8, OCTOBER 2010

between nodes i and j, and αm is the path loss index on band m.
For a transmission from node i to node j on band m, based on
(5), a node h is interfered when pm

ij > (Pm
ih )I = Pm

I /gm
ih. Thus,

the interference range of node i on band m is (pm
ij /Pm

I )1/αm ,
and the footprint is π(pm

ij /Pm
I )2/αm .

Because a wireless link in a CRN is associated with multiple
frequency bands, the computation of ILC must, somehow, be
related to the cost of each frequency band. We give some details
here on how ILC is computed. Initially, for each band m on
link i → j, because pm

ij = 0 (zero transmission power), both
the capacity on this band and the footprint area are 0. In our
algorithm, when a new band is used, the transmission power is
set to the minimum required transmission power (Pm

ij )T , and
further increase in the transmission power can only happen in
future iterations. That is, we follow a conservative approach
to determine the transmission power for a newly active band.
Under this conservative approach, node i can compute the
incremental band cost (IBC) for a newly active band m by

IBC(i, j,m) =
π

(
(P m

ij )
T

P m
I

)2/αm

W log2

(
1 +

gm
ij (P m

ij )
T

ηW

) . (12)

IBC in (12) is initially identical on all bands; therefore, ILC can
also be defined by (12).

In subsequent iterations, the definition of ILC is case specific.
For the simple case where link i → j has a positive remaining
capacity, node i sets its ILC to 0, because this link can support
additional flow rate without increasing its transmission power
(or its footprint). For other cases (i.e., no remaining capacity),
the computation of IBC depends on whether the band is cur-
rently used.

• Case 1. If band m is already used and pm
ij < (pm

ij )U , then
pm

ij may be increased to (pm
ij )U . Node i computes IBC as

IBC(i, j,m)=
π

[
(pm

ij)U

P m
I

]2/αm

−π
(

pm
ij

P m
I

)2/αm

W log2

[
1+

gm
ij

ηW

(
pm

ij

)
U

]
−W log2

(
1+

gm
ij

ηW pm
ij

) .

(13)

• Case 2. If band m is not yet used, then node i computes
IBC by (12).

• Case 3. If band m is already fully utilized (i.e., (pm
ij )U =

pm
ij ), then node i sets IBC to ∞, because the capacity on

this band cannot be further increased.
On link i → j, different bands may have different IBCs;

therefore, we need to have a band selection policy to decide
which band will be used, and subsequently, node i can define
its ILC based on the chosen band. The key idea of our band
selection policy is to use a band that is already active to its
fullest extent before considering deploying a new band. Thus,
when there exists a case-1 band, node i chooses such a band
with the smallest IBC. As a result, ILC will be defined as the
IBC of the chosen band. Otherwise, node i examines if there
exists a case-2 band and will use it if available. As a result,
ILC will be defined as the IBC of such a case-2 band. Note
that case-3 bands are already fully utilized. When there are

Fig. 2. Link cost in CIP–Routing at a node i.

only case-3 bands, node i sets its ILC to ∞, because this link’s
capacity cannot be further increased. The pseudocode for ILC
computation in CIP–Routing is given in Fig. 2.

For the AIP–Routing module, there is an additional option
of reducing flow rates of some sessions with larger scaling
factors to increase the smallest scaling factor of a session
under consideration. Note that, in this scenario, the smallest
scaling factor is increased, whereas no transmission power (or
footprint) is increased. Thus, node i sets its ILC to 0, because
there is no change in footprint.

Under both CIP–Routing and AIP–Routing, the ILC of a
link may be different during each iteration. As a result, the
minimum-cost route at each iteration could be different for the
same session. The union of these routes for all the iterations
will lead to a multipath routing solution for a session, which is
important in terms of maximizing the objective K.

Remark 1: With link cost definitions in CIP and AIP, we
can now explain our earlier question of why CIP is needed in
our algorithm (see Fig. 1). Note that, under AIP, any link that
has sessions with larger scaling factors than the session under
optimization will have zero link cost. If AIP is used alone, then
many sessions may attempt to traverse such zero-cost links,
making such links bottleneck in the network. By using CIP
before AIP, we can more evenly distribute session rates among
the network without getting into such a bottleneck situation.
Therefore, CIP is an essential mechanism for the proper oper-
ation of the distributed optimization algorithm, whereas AIP is
only used as an enhancement mechanism.

Minimalist Scheduling Module: As described in
Section III-A, we follow a minimalist approach in scheduling
(band assignment), i.e., a band is assigned only when there are
no other alternatives.

Now, we describe how the minimalist scheduling is done
along the minimum-cost route from a source to its destination
(see Fig. 3). For each hop i → j, if node i finds that there is
no remaining capacity on hop i → j and its transmission power
on all active bands cannot be increased, then it is necessary to
assign a new band on this hop. In this case, if there is only one
remaining band for assignment, then node i uses this band and
sets xm

ij = 1.
Upon the assignment of a new band on hop i → j, it is neces-

sary to make updates in both backward (toward the source) and
forward (toward the destination) directions. In the backward
direction, based on the scheduling constraint (3), this band must
not be used on the previous hop, e.g., k → i. That is, band m
can be either unusable or unassigned on hop k → i. The back-
ward update procedure is done for the unusable case. For the
case of the unassigned, node k needs to set band m to be
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Fig. 3. Flow chart of the minimalist scheduling module.

Fig. 4. Pseudocode for the CIP–Minimalist Scheduling module.

unusable, i.e., set xm
ki = −1. Due to this operation (removal

of band m on hop k → i), node k may or may not activate a
new band on hop k → i (following the same token in the last
paragraph). If no assignment should be made on hop k → j,
then the backward update procedure is done. Otherwise, node
k will make the assignment. Subsequently, after such a new
band assignment, it is necessary to further go backward to make
necessary updates.

In the forward direction, the update follows the same token,
except that we may encounter an infeasible situation. In this
case, link i → j should be removed from future minimum-
cost routing by setting its ILC to ∞. Furthermore, all the
scheduling assignments previously done will be revoked, from
the current node i to the source node s(l). The pseudocode for
CIP–Minimalist Scheduling is given in Fig. 4.

Fig. 5. Flow chart of the power control/scheduling module.

For the AIP–Minimalist Scheduling module, because there
is an additional option of reducing the flow rate of some
other sessions with larger scaling factors, the decision of
when a new band must be assigned will thus differ from that
in the CIP–Minimalist Scheduling module. Recall that, in
CIP–Minimalist Scheduling, a new band should be assigned
if there is no remaining capacity on a link and transmission
power on all active bands cannot be increased. In contrast, in
AIP–Minimalist Scheduling, a new band is activated only when
the link does not have any other session with a larger scaling
factor, in addition to those conditions in CIP–Minimalist
Scheduling. The pseudocode for AIP–Minimalist Scheduling
is similar to Fig. 4 and is omitted.

One important observation is that, during minimalist
scheduling, only nodes that are within one hop away (under
Pm

max) along the minimum-cost route may be affected. The
effect of assigning band m on a link i → j is that band m
can no longer be used again by either node i or node j for
transmission/reception. That is, for nodes that are one-hop
neighbors of node i or j, band m can no longer be used for
transmitting to or receiving from node i or j. Thus, the effect
of scheduling assignment at node i on band m is limited to
nodes that are within one hop from either node i or node j.
By applying the same analysis to all the nodes along the route,
it is not hard to see that only nodes that are within one hop away
from the nodes along the minimum-cost route may be affected.

Power Control/Scheduling Module: The last module in ei-
ther CIP or AIP is power control/scheduling (see Fig. 5). In this
module, all the remaining scheduling assignments (that are not
determined in the minimalist scheduling module), transmission
powers, and flow rates on the minimum-cost route will be
determined.

Again, power control/scheduling is performed on a hop-by-
hop basis along the route from the source to the destination. The
potential increase f(l) in session flow rate can also be computed
hop by hop. Under CIP–Power Control/Scheduling, this method
is accomplished with the following steps.

Step 1) For hop i → j, node i checks whether there is a
positive remaining capacity cij . If yes, then node i
updates the flow rate increase f(l) by min{cij , f(l)}
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Fig. 6. Pseudocode for the CIP–Power Control/Scheduling module.

to ensure (10) and (11) and completes the power
control and scheduling on this hop; otherwise, it
continues to step 2).

Step 2) Node i checks whether a band m is assigned in the
minimalist scheduling module. If yes, then node i
performs step 2.1) or 2.2); otherwise, it continues to
step 3).

1) If band m is still available (after power control
operation along the route), then node i uses
the transmission power (Pm

ij )T . If the newly
achieved capacity is less than f(l), node i needs
to update f(l) by this capacity. The power con-
trol and scheduling on this hop is completed.

2) If this band is no longer available, then node i de-
tects an infeasible situation, because in the min-
imalist scheduling module, a band is assigned
only if there is no other band available. In this
case, hop i → j should be removed from future
minimum-cost routing by setting its ILC to ∞.
Furthermore, all the power control/scheduling

Fig. 7. Pseudocode for the auxiliary function in the CIP–Power Control/
Scheduling module.

previously done will be revoked, from the current
node i to the source node s(l).

Step 3) Node i checks whether it is possible to increase the
transmission power on bands that are already used.

• If yes, then node i chooses a band m among
such bands with the smallest IBC. On band
m, node i will increase its transmission power
to a level that can support the current f(l)
or the maximum allowed transmission power
(pm

ij )U , whichever is smaller. In the case that
the maximum allowed transmission power is
used, node i also needs to update f(l) by
the newly achieved capacity. Because node i
increases its transmission power to node j on
band m, the maximum allowed transmission
power to other nodes on other bands may be
decreased due to (6). The power control and
scheduling on this hop is completed.

• If no, then node i continues to step 4).

Step 4) Node i checks whether a new band whose maximum
allowed transmission power is the largest among
bands that are still available for assignment at this
point. Subsequently, either step 2.1) (if an available
band is found) or 2.2) (if no available band) will be
performed by node i.

Once f(l), the maximum achievable increase on flow rate,
is determined at the last hop on the minimum-cost route,
power control and scheduling setting will be updated to support
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this increase. Such an update is again performed along the
minimum-cost route, from the first hop to the last hop. Then,
source node s(l) can increase K(l) by (8). The pseudocode for
CIP–Power Control/Scheduling is given in Figs. 6 and 7.

For the AIP–Power Control/Scheduling module, there is one
more strategy for exploring to accommodate the additional
flow rate f(l). That is, in step 1), if there are other sessions
with larger scaling factors on this link, then node i can obtain
some additional capacity by reducing the scaling factor of one
of these sessions. Among these sessions, the session with the
largest releasable capacity is chosen. For this session, its flow
rate on other hops along its paths also needs to be reduced.
The transmission power and scheduling on these links may
also need to be updated. The pseudocode for the main function
of AIP–Power Control/Scheduling is similar to Fig. 6 and is
omitted.

C. Complexity

We now show that our algorithm has a polynomial com-
plexity by analyzing the complexity of each iteration and the
total number of iterations. To analyze the complexity of each
iteration, we need to analyze the complexity of each module
in the algorithm, which can be measured by its communication
overhead. Session selection can be performed by letting each
source node broadcast its session information. Note that such
a broadcast can be piggybacked in that for routing. Thus, there
is no extra overhead for session selection. The complexity for
each of the three modules is analyzed as follows.

• For both CIP–Routing and AIP–Routing, the minimum-
cost routing can be done by letting each node broadcast
its costs to each of its one-hop neighbors. Then, the source
node of the chosen session can compute the minimum-cost
route. The complexity for a broadcast is O(|N |2).

• The complexity of CIP–Minimalist Scheduling depends
on the complexity of CheckLink() at each hop (see Fig. 4).
Because a link’s upstream or downstream link is checked
only if a new band is set to be active on this link, the
complexity at each hop is on the order of the number of
links that a new band is set to be active in this CheckLink().
Note that a new band can be set at most once on each
link in MinScheduling() and the number of links in the
minimum-cost route is at most |N | − 1. Thus, the total
complexity of CheckLink() at each hop is O(|N |), which
is also the complexity of CIP–Minimalist Scheduling.
Because the number of links with a new band that is
set to be active in AIP–Minimalist Scheduling is smaller
than that in CIP–Minimalist Scheduling, the complexity
of AIP–Minimalist Scheduling is also O(|N |).

• For CIP–Power Control/Scheduling, major computations
are in the first iteration in PowerControl() (see Fig. 6).
The complexity is the product of the number of hops (at
most |N | − 1), the number of unassigned bands (at most
|M|), and the complexity of Active(). The complexity
of Active() is on the order of the number of interfering
nodes, which is at most O(|N |). Therefore, the complexity
of CIP–Power Control/Scheduling is O(|N |2|M|). The
additional complexity in AIP–Power Control/Scheduling

is on the order of the number of hops in the route for the
chosen session l (at most |N | − 1) times the complexity of
released flow rates for another session (at most O(|N |2)).
Therefore, the additional complexity is O(|N |3), and the
overall complexity of AIP–Power Control/Scheduling is
O(|N |2|M| + |N |3).

Based on the aforementioned complexity analysis for each
of the three modules, we can analyze the complexity of each
iteration in our distributed algorithm. When CIP–Minimalist
Scheduling or CIP–Power Control/Scheduling is infeasible, a
link’s ILC will be set to ∞. Then, with at most O(|N |2)
infeasible trials of CIP–Minimalist Scheduling or CIP–Power
Control/Scheduling, we will find that either CIP–Routing is
infeasible (i.e., the current CIP iteration ends with an infeasible
result) or the current smallest scaling factor is increased (i.e.,
the current CIP iteration ends with a feasible result). Thus,
the complexity of one CIP iteration is [O(|N |2) + O(|N |) +
O(|N |2|M|)] · O(|N |2) = O(|N |4|M|). Similarly, the com-
plexity of one AIP iteration is O(|N |4|M| + |N |5).

We then analyze the number of total iterations in our dis-
tributed algorithm. During the convergence, each iteration can
have one of the following four outcomes: 1) CIP–feasible;
2) CIP–infeasible; 3) AIP–feasible; and 4) AIP–infeasible.
Note that the first iteration should yield a CIP–feasible re-
sult and the last two iterations should yield CIP–infeasible
and AIP–infeasible results, respectively. For iterations with
CIP–feasible, we can find a link i → j and a band m such
that the transmission power pm

ij is increased to either (Pm
ij )T

or (pm
ij )U . Thus, the transmission power at node i on band

m will be increased to the maximum allowed transmission
power in two (may not be consecutive) CIP–feasible iterations.
Therefore, the number of CIP–feasible iterations is at most
2|N ||M|.

Now, we need to analyze the number of iterations between
two consecutive CIP–feasible iterations. There are equal num-
bers of CIP–infeasible and AIP–feasible iterations, with each
CIP–infeasible iteration followed by an AIP–feasible iteration.
If we examine a particular session’s rate in AIP–feasible it-
erations, then we can find that its rate may increase multiple
times (along with decreased rates for other sessions). Because
each such increase will decrease a different session’s rate, the
number of AIP–feasible iterations is at most |L|2. Then, the
number of iterations between two consecutive CIP–feasible
iterations is at most 2|L|2. The total number of iterations is no
more than 2|N ||M| · (2|L|2 + 1) + 2 = O(|N ||M||L|2).

Because the complexity of one iteration is at most
O(|N |4|M| + |N |5) and the total number of iterations is
no more than O(|N ||M||L|2), the overall complexity is
O(|N ||M||L|2) · O(|N |4|M| + |N |5) = O(|N |5|M|2|L|2 +
|N |6|M||L|2). We point out that this result is an upper bound
for the complexity and that the actual complexity will be much
lower.

IV. SIMULATION RESULTS

In this section, we present simulation results to demon-
strate the performance of our distributed algorithm. Ideally, the
best performance benchmark would be the optimal solution.
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However, as shown in [20], the problem formulation is in the
form of MINLP and is likely NP-hard. Because the optimal
solution is not available, we will compare the performance
of our distributed optimization algorithm to an upper bound
developed in [20]. Simulation results show that the achievable
objective by our distributed algorithm is close to the upper
bound. Because the optimal solution (unknown) lies between
the upper bound and the feasible solution obtained by our
distributed algorithm, we conclude that the results obtained by
our distributed algorithm are even closer to the optimal solution
and are thus highly competitive.

A. Simulation Setting

In this paper, we consider 100 network instances. Each
network has either |N | = 20, 30, 40, or 50 nodes randomly
deployed in a 100 × 100 area. The units for distance, rate, and
power density are all normalized with appropriate dimensions.
There are |M| = 10 different frequency bands in the network.
However, at each node, only a subset of these frequency bands
may be available. In the simulation, this approach is done by
randomly selecting a subset of bands for each node from a pool
of ten bands. Each band has a bandwidth of W = 50. Among
these nodes, there are |L| = 3 or 5 sessions, with the source and
destination nodes of each session randomly selected, and the
minimum rate requirement is randomly selected within [1, 10].

We assume that the maximum transmission range at each
node is 20. Correspondingly, the maximum transmission power
at a node on a band m is Pm

max = (20)αmPm
T , where the path

loss index αm is taken to be 4, and the transmission threshold
Pm

T is set to ηW = 50η. The maximum total transmission
power at a node on all bands is set to Pmax = 8Pm

max. We
set the maximum interference range twice the maximum trans-
mission range [21]. Then, the interference threshold is Pm

I =
(1/2)αmPm

T = (50/16)η.

B. Case Study

Before we present complete simulation results, we first ex-
amine the iterative behavior and convergence of our distributed
algorithm by simulation on one particular network instance. As
shown in Fig. 8, this network instance has 50 nodes with five
sessions (the source and the destination of each session are also
marked in this figure). The minimum rate requirement of each
session is 10.

Initially, all sessions start with zero scaling factor (see Fig. 9).
Thus, the session with the smallest source node ID is chosen,
e.g., session 1. A minimum-cost route, as well as scheduling
and power control, for this session is constructed, and its scaling
factor is increased to K(1) = 8.73 (corresponding to a session
rate of 87.3). At the second iteration, there are four sessions
with scaling factors of 0. Among these sessions, session 2 is
chosen, and its scaling factor K(2) is increased to 1.75. After
five iterations, we have K(1) = 8.73, K(2) = 1.75, K(3) =
15.92, K(4) = 17.24, and K(5) = 3.25. Because K(2) = 1.75
is the smallest among the five iterations, we choose session 2
and try to increase its scaling factor in the next (sixth) iteration.
During the sixth iteration, we find that it is infeasible to increase

Fig. 8. Network topology for a 50-node CRN with five sessions.

Fig. 9. Iterations of each session’s scaling factor K(l) in the simulation.

K(2) under CIP. Thus, we resort to AIP, i.e., try to release some
capacity from other sessions such that K(2) may be increased.
We find that K(2) can be increased to 2.50 by decreasing K(1)
to 7.98 and K(5) to 2.50. This iteration process continues.
Finally, at the 14th iteration, we find that K(2) = 5.24 is the
smallest scaling factor among the sessions. However, we find
that it is not feasible to increase its scaling factor under either
CIP or AIP. Thus, our algorithm terminates at this iteration,
with K = 5.24.

Note that our distributed algorithm offers a multipath routing
solution as planned. In this network, session 5 uses two paths
for flow routing in the final solution (see Fig. 10).

We now examine the performance of the distributed iteration.
Using the upper bound developed in [20], we find that the upper
bound for the scaling factor is 5.42. In our distributed algorithm,
we have achieved a scaling factor of 5.24, which is 96.7% of
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Fig. 10. Flow routing in the final solution for the 50-node CRN.

the upper bound. Although the maximum achievable (optimal)
scaling factor is unknown, it is upper limited by this upper
bound, that is, 5.42. Therefore, we conclude that the global
scaling factor achieved by our distributed algorithm is at least
96.7% of the maximum.

In Section III-C, we derived an upper bound for the algo-
rithm’s complexity. In fact, our algorithm has a much lower
complexity than that bound for most instances. As an exam-
ple, for this 50-node network instance, the upper bound for
the number of iterations is 2|N ||M|(2|L|2 + 1) + 2, which is
about 5.1 · 104. However, in the actual simulation, the algo-
rithm terminates after 14 iterations. Our algorithm is targeted
to long-term continuous traffic from each session (e.g., video).
Because our algorithm can achieve optimal K reasonably fast,
data transmission for a session can commence after its K(l)
converges.

C. Complete Simulation Results

We now present complete simulation results for all
100 network instances. For each network instance, we perform
the same study as in Section IV-B. Fig. 11 shows the ratio
of maximum achievable K obtained by our distributed algo-
rithm normalized with respect to the upper bound for these
100 network instances. Note that, in some cases, the ratio is
100%, i.e., the result obtained by our distributed algorithm is
identical to the respective upper bound obtained by relaxation.
In such cases, the results found by our distributed algorithm are
optimal. The average ratio for these 100 data is 83.5%, with a
standard derivation of 0.13. Because the maximum achievable
scaling factor (unknown) lies between the upper bound and
the feasible solution obtained by our distributed algorithm, we
conclude that the scaling factor obtained by our distributed
algorithm must be even closer to the optimal solution.

Fig. 11. Normalized scaling factor K for 100 network instances.

V. RELATED WORK

Our related work review focuses on two lines of research
that we find relevant: 1) multihop CRNs and 2) distributed
optimization for wireless networks.

For multihop CRNs, there has recently been some active
research [5], [22]–[24], [27], [28]. In [5], Chowdhury et al.
proposed a transport protocol for multihop CRNs, which in-
corporated CR-related activities into feedback to the source. In
[22], Shi and Hou studied joint power control, scheduling, and
routing for optimal network resource allocation by a centralized
approach. In [23], Steenstrup studied three different frequency
assignment problems and designed distributed algorithms. In
[24], Ugarte and McDonald found an upper bound on network
capacity for multihop CRNs, although it is not clear how tight
this bound is. In [27], Xin et al. studied how they can distrib-
utedly assign frequency bands at each node to form a topology
such that a certain performance metric can be optimized. Their
paper was based on the so-called fixed-channel approach, where
the radio was assumed to operate on only one channel at a
specific time. In [28], Zhao et al. proposed a distributed
spectrum-sharing approach and showed that this approach of-
fers throughput improvement over a dedicated channel ap-
proach. However, the performance gap between this approach
and the optimal solution is unknown.

For distributed optimization for wireless networks, there has
also been active research in recent years. Some of these efforts
include distributed routing (e.g., [7], [12]), distributed schedul-
ing (e.g., [1]–[4], [8], [17], [29]), and distributed power control
(e.g., [18]). Furthermore, there have also been efforts that
consider distributed optimization from a cross-layer perspective
[6], [10], [11], [16]. In [6] and [11], cross-layer problems for
joint optimization of routing and scheduling were studied. In
these efforts, however, power control was not part of the opti-
mization space. In [10], Lin and Shroff designed a distributed
algorithm for maximizing the total session utility, which was
shown to achieve a constant factor of the capacity region.
Routing was not part of their optimization problem. In [16],
Palomar and Chiang solved several maximizing network utility
problems by some new distributed decomposition approaches.
In their problems, scheduling was not considered, and the
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constraint on power control was relaxed to the sum of power
on all links, instead of individual links.

VI. CONCLUSION

In this paper, we have investigated distributed optimization to
maximize data rates for a set of user communication sessions in
a multihop CRN. Our main contribution is the development of a
distributed optimization algorithm that iteratively increases the
data rate of the session with the minimum scaling factor (or the
bottleneck session). Through simulation results, we compared
the performance of the distributed optimization algorithm with
an upper bound and showed that the performance of the pro-
posed distributed algorithm is highly competitive.
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