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Abstract—A major benefit of employing network coding (NC) in cooperative communications (CCs) is its ability to reduce time-slot

overhead. Such approach is called network-coded CC (or NC-CC). Most of the existing works have mainly focused on exploiting this

benefit without considering its potential adverse effect. In this paper, we show that NC may not always benefit CC. We substantiate this

important finding with two important scenarios: employing analog network coding (ANC) in amplify-and-forward (AF) CC, and digital

network coding (DNC) in decode-and-forward (DF) CC. For both scenarios, we introduce the important concept of network coding

noise (NC noise). We analyze the origin of this noise via a careful study of signal aggregation at a relay node and signal extraction at a

destination node. We derive a closed-form expression for NC noise at each destination node and show that the existence of NC noise

could diminish the advantage of NC in CC. Our results shed new light on how to use NC in CC most effectively.

Index Terms—Cooperative communications, network coding, network coding noise.
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1 INTRODUCTION

SPATIAL diversity, in the form of employing multiple
antennas (i.e., MIMO), has shown to be very effective in

increasing network capacity. However, equipping a wire-
less node with multiple antennas may not always be
practical, as the footprint of multiple antennas may not fit
on a wireless node (e.g., a handheld wireless device). In
order to achieve spatial diversity without requiring multi-
ple antennas on the same node, the so-called cooperative
communications (CCs) could be employed [15], [16], [21].
Under CC, each node is equipped with only a single antenna
and spatial diversity is achieved by exploiting the antennas
on other (cooperative) nodes in the network.

A simple form of CC can be best illustrated by a three-
node example shown in Fig. 1 [16]. In this figure, node s

transmits to node d via one-hop, and node r acts as a
cooperative relay node. Cooperative transmission from s to
d is done on a frame-by-frame basis. Within a frame, there
are two time slots. In the first time slot, source node s makes
a transmission to destination node d. Due to the broadcast
nature of wireless medium, transmission by node s is also
overheard by relay node r. In the second time slot, node r

forwards the data it overhears in the first time slot to
node d. At destination node d, the two copies of the data are
combined and may improve the data rate between s and d.

This three-node example shows CC for a single source-
destination session. In general, for multiple sessions sharing
the same relay node, it will be necessary to divide a time
frame into multiple mini-slots. For example, suppose there
are N source nodes, N destination nodes, and one relay
node. For the N source-destination pairs to take advantage
of CC, one can divide a time frame into 2N mini-slots (see
Fig. 2), with every two mini-slots assigned to a session. Note
that among the 2N mini-slots, only N mini-slots are used
for transmissions between source and destination nodes.
The other N mini-slots are solely used for transmissions
between the relay and destination nodes to complete CC for
each of the N sessions. Obviously, this scheme is wasteful in
terms of time slot usage.

A natural question to ask is the following: Is it possible to
retain the benefits of CC while reducing its undesirable
overhead (in terms of the required number of mini-slots for
data relaying)? If this is possible, then the benefits of CC can
be extended in a multisession communication environment.

It turns out that recent advances in network coding (NC)
[1], [2], [17], [24], [25] offers a key to answer this question.
Fig. 3 shows a time slot structure of CC with NC. Under this
scheme, the source node of each session first transmits in its
respective time slot. For a given source node, its transmis-
sion is received by the corresponding destination node, and
overheard by the cooperative relay node and other
destination nodes (see Figs. 4a, 4b, and 4c). After each
source node takes turns to complete its transmission, the
relay node performs a linear combination of all the signals
that it has overheard in the previous N time slots. Then, the
relay node broadcasts the combined signal to all the
destination nodes in a single time-slot [the ðN þ 1Þth time
slot in Figs. 3 and 4d]. Then, each destination node extracts
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its desired signal by subtracting the overheard signals from
the aggregated signal. We call this approach network-coded
CC (or NC-CC). In the context of N source-destination
example discussed, NC-CC offers a reduction of ðN � 1Þ
time-slots compared to CC! Further, due to the reduction of
the total number of time-slots in a frame, the duration of
each time-slot (for transmission) is increased.

Ideally, after the relay node transmits the combined
signal, we wish to extract the desired signal at each
destination node as cleanly as possible. But as we shall show
in Section 3, a perfect extraction is usually not possible. Just
as one would expect, there is no “free lunch” here. In the
context of analog network coding (ANC), Section 3.1 shows
that there will be a nonnegligible noise introduced in the
process. Similar situation also occurs in the context of
digital network coding (DNC), which we will show in
Section 3.2. We call such noise as “network coding noise”
(or NC noise), which we find is the main “foe” in NC-CC.

Due to this foe, we find that employing NC in CC may
not always be advantageous. To substantiate this finding,
we perform an in-depth analysis of NC-CC in the context of
1) ANC [12], [19] with amplify-and-forward (AF) CC [16]
(denoted as ANC-CC), and 2) DNC [11] with decode-and-
forward (DF) CC [16] (denoted as DNC-CC). The main
results of this paper are as follows:

. We formalize the important concept of NC noise,
which we find is the main foe in NC-CC.

. We derive closed form expressions for ANC and
DNC noise by studying the signal aggregation
process at a relay node and the signal extraction
process at a destination node. We also derive mutual
information and achievable rate under ANC-CC and
DNC-CC.

. Through extensive numerical results, we show the
impact of NC noise on NC-CC. Our results offer a
new understanding on how to use NC in CC most
effectively in light of NC noise.

The remainder of this paper is organized as follows.
Section 2 presents related work. In Section 3, we offer an
overview of the problems associated with NC-CC in the
context of ANC and DNC. In Section 4, we consider ANC-
CC and offer a theoretical analysis for the origin of NC
noise. We give a mathematical characterization of ANC
noise and show how to compute mutual information and
achievable rate for each session. In Section 5, we perform a

parallel study for DNC-CC. Section 6 presents numerical
results and shows the impact of NC noise on NC-CC.
Section 7 concludes this paper.

2 RELATED WORK

In this section, we briefly review related work in CC and
NC. We also review several recent efforts on NC-CC.

The concept of CC can be traced back to the three-
terminal communication channel (or a relay channel) in [23]
by Van Der Meulen. Shortly after, Cover and El Gamal
studied the general relay channel and established an
achievable lower bound for data transmission [4]. These
two seminal works laid the foundation for the present-day
research on CC. Recent research on CC aims to exploit
distributed antennas on neighboring nodes in the network,
and has resulted in a number of protocols at the physical
layer [5], [6], [7], [9], [16], [18], [21], [22] and the network
layer [13], [20], [27]. The AF CC and DF CC models used in
our study in this paper are based on [16].

The concept of NC was first introduced by Ahlswede et al.
in their seminal work [1], where they showed how NC can
save bandwidth for multicast flows in a wired network. In
the context of wireless networks, the most widely studied
types of NC are DNC (see, e.g., [11]) and ANC (see, e.g., [12]).
For the state of the art in NC, we refer readers to the NC
bibliography in [8].

Recent efforts on NC-CC that are most relevant to our
work include [2], [17], [24], [25]. Bao and Li [2] were the first
to employ NC in CC in a multisource single-destination
network. They showed that NC-CC can improve the
achievable rate and outage probability of a network. Shortly
after, Peng et al. [17] considered a network with a single
relay node and multiple source-destination pairs. They
again showed that NC can help CC reduce the outage
probability of the entire network. More recently, Xiao et al.
[24] considered a two-source single-destination network
and showed that NC can help CC reduce packet error rates.
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Fig. 1. A three-node schematic for CC.

Fig. 2. A frame structure for CC when there are N source-destination

pairs sharing one relay node.

Fig. 3. Time slot structure for CC with NC.

Fig. 4. Sequence of transmissions at N source nodes and the single

relay node.



In [25], Xu and Li considered a cellular network with
bidirectional traffic, and showed that the network through-
put can be increased when NC is employed in CC. These
results all show the benefits of applying NC to CC.
However, the potential “foe” in NC-CC has not been
recognized and explored.

3 THE PROBLEM

In this section, we explore the potential foe in NC-CC in
terms of NC noise. To start, we consider an example shown
in Fig. 5a, where there are two source-destination pairs
(s0 � d0 and s1 � d1) and one-relay node (r). Both source-
destination pairs will use the same relay node for CC and
NC is employed at the relay node.

3.1 Analog NC-CC

Based on our discussion for Fig. 3, a frame is divided into
three time-slots. In the first time-slot, s0 broadcasts signal x0

to d0, which is overheard by r and d1; in the second time
slot, s1 broadcasts signal x1 to d1, which is overheard by r
and d0; then the relay node r performs ANC by combining
the overheard signals from s0 and s1, and then amplifies
and broadcasts the combined signal in the third time slot to
d0 and d1. The destination node d0 receives one copy of
signal x0 in the first time slot. It also overhears a copy of
signal x1 (denoted as ys1d0

) in the second time slot. In the
third time slot, destination node d0 receives the combined
signal, denoted as ys0rd0

þ ys1rd0
.

One would hope that the destination node d0 in Fig. 5a can
cleanly extract ys0rd0

by having the combined signal ðys0rd0
þ

ys1rd0
Þ subtract the overheard signal ys1d0

. But in reality,
ys1rd0

6¼ ys1d0
due to two different paths. As a result of such

subtraction, a new noise term, called “ANC noise” (for the
analog version), will be introduced at d0. This noise term is
½ys1rd0

� ys1d0
�. When the number of sessions increases (see

Fig. 5b), the sum of noise will increase, and the aggregate
noise at d0 in Fig. 5b becomes

PN�1
i¼1 ½ysird0

� ysid0
�. That is,

the amount of ANC noise grows as N increases. Clearly, the
benefits of employing ANC will be diminished as ANC noise
increases. For a given session, the mutual information (or
achievable rate) is a good measure of the benefits of ANC-CC.
We will show that the effective mutual information will
decrease due to ANC noise.

3.2 Digital NC-CC

In the digital version, the signal combining procedure
changes slightly at the relay node when it employs DNC

for DF CC. For the two-session example in Fig. 5a, source

node s0 transmits a signal in the first time slot. This signal is

received and decoded by the relay node and overheard by the

other destination node d1. Similarly, in the second time slot,

source node s1 transmits and the signal is received and

decoded by r; and overheard by d0. In the third time slot, the

relay node combines the two decoded signals using DNC,

and then transmits the combined signal. To extract the

signal, the destination node d0 subtracts the overheard signal

(from s1 in the second time slot) from the combined signal to

obtain the desired signal. Again, due to different paths taken

by the signals, the subtraction will result in a noise term,

which we call DNC noise. It is easy to see that as the number

of sessions on the relay node increase (as in Fig. 5b), the DNC

noise will also increase. Similar to ANC-CC, the benefits of

employing DNC will diminish as DNC noise increases, and

so will the effective mutual information.
In the following two sections, we quantify the above

discussion through a careful analysis of NC noise, both for
analog and digital cases.

4 THE CASE OF ANC-CC

In this section, we focus on analog version of NC-CC. In
Section 4.1, we analyze the ANC noise for ANC-CC. Then, in
Section 4.2, we derive the achievable rate under ANC-CC in
light of ANC noise. Table 1 shows all notation in this paper.

4.1 Analysis of ANC Noise

We first consider the simple two-session example in Fig. 5a.
For this simple network, we analyze the ANC process at
the relay node. Then, we analyze the signal extraction
process of a destination node. This is followed by the
derivation of ANC noise. Based on the results for the two-
session case, we generalize the results for the N-session
case shown in Fig. 5b.

4.1.1 Two-Session Case

In Fig. 5a, we assume that the signal x0 transmitted by
source s0 in the first time slot is for packet p0, and the
signal x1 transmitted by source s1 in the second time slot is
for packet p1. We use hs0d0

to capture the effect of path-
loss, shadowing, and fading between nodes s0 and d0.
Assume that the background noise at a node r, denoted
by zr, is white Gaussian with zero mean and variance �2

r .
Denote ysrd as the signal received by a destination node d
that is transmitted by a relay node r and originated from
some source s. Denote ysr as the signal received by the
relay node r that is transmitted and originated at some
source s. Denote �r as the amplifying factor used by the
relay node r.

Combining signals at relay node. Since node s0

transmits in the first time slot, we can express the signals
received by r; d0, and d1 during the first time slot as

ys0r ¼ hs0rx0 þ zr; ð1Þ

ys0d0
¼ hs0d0

x0 þ zd0
;

ys0d1
¼ hs0d1

x0 þ zd1
: ð2Þ
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In the second time slot, when node s1 transmits, the
signals received by r; d0, and d1 can be expressed as

ys1r ¼ hs1rx1 þ zr; ð3Þ

ys1d0
¼ hs1d0

x1 þ zd0
;

ys1d1
¼ hs1d1

x1 þ zd1
:

Then, in the third time slot, relay node r combines x0 and
x1, and amplifies and broadcasts the combined signal. Fig. 6
shows the transmission behavior of ANC-CC for two
sessions.

Signal extraction at a destination node. To understand
how a destination node will separate this combined signal,
we focus on one of the destination nodes, d1. At d1, it has
received a combined signal (x0 [ x1) from the relay node in
the third time slot. It has also overheard signal x0

transmitted by source s0 in the first time slot. Using these
two signals, d1 can extract a copy of signal x1 from the
combined signal as follows.

Denote the combined signal received by destination
node d1 in the third time slot as

yðs0[s1Þrd1
ðtÞ ¼ �rhrd1

�
ys0rðt� 2T Þ

þ ys1rðt� T Þ
�
þ zd1

ðtÞ; 8t 2 ð2T; 3T �;
ð4Þ

where T is the length of each time-slot in the frame, and the

value of �r is chosen as [16]

�2
r ¼

Pr

jhs0rj
2Ps0
þ jhs1rj

2Ps1
þ 2�2

r

; ð5Þ

where Pr, Ps0
, and Ps1

are the transmission powers of

nodes r, s0, and s1, respectively.
By using (1), the combined signal in (4) can be expanded as

yðs0[s1Þrd1
ðtÞ ¼ �rhrd1

�
hs0rx0ðt� 2T Þ þ zrðt� 2T Þ

þ ys1rðt� T Þ
�
þ zd1ðtÞ; 8t 2 ð2T; 3T �:

ð6Þ

Using (2), (6) can be rewritten as

yðs0[s1Þrd1
ðtÞ ¼ �rhrd1

hs0r

hs0d1

½ys0d1
ðt� 2T Þ � zd1

ðt� 2T Þ�

þ �rhrd1
ys1rðt� T Þ þ zd1ðtÞ

þ �rhrd1
zrðt� 2T Þ; 8t 2 ð2T; 3T �:

ð7Þ

Equation (7) represents the signal that the destination

node d1 will receive in the third time slot. In the first time

slot, destination node d1 overheard the transmission of s0,

which is given by (2) and can be rewritten as

ys0d1
ðtÞ ¼ hs0d1

x0ðtÞ þ zd1
ðtÞ; 8t 2 ½0; T �: ð8Þ

Since we assume that the channel gains and amplifica-

tion factor are given, destination node d1 can multiply (8),

by a factor
�rhrd1

hs0r
hs0d1

, and subtract it from (7). We have

ŷrd1
ðtÞ ¼ yðs0[s1Þrd1

ðtÞ � �rhrd1
hs0r

hs0d1

ys0d1
ðt� 2T Þ

¼ �rhrd1
ys1rðt� T Þ þ zd1ðtÞ þ �rhrd1

zrðt� 2T Þ

� �rhrd1
hs0r

hs0d1

zd1
ðt� 2T Þ; 8t 2 ð2T; 3T �:

ð9Þ

Equation (9) represents the signal for packet p1 that

destination node d1 can construct, using the combined

signal received in the third time slot and the signal

overheard in the first time slot. We find that instead of

zd1
, we now have a new noise term in this constructed

signal, which we denote as zANC
d1

, i.e.,

zANC
d1
ðtÞ ¼ zd1

ðtÞ þ �rhrd1
zrðt� 2T Þ

� �rhrd1
hs0r

hs0d1

zd1
ðt� 2T Þ; 8t 2 ð2T; 3T �:

ð10Þ

We call zANC
d1

“ANC noise.” Note that zANC
d1

has a zero

mean (because E½zd1
� ¼ E½zr� ¼ 0) and its variance is

�2
zANC
d1

¼ �2
d1
þ �rhrd1
ð Þ2 �2

r þ
�rhs0rhrd1

hs0d1

� �2

�2
d1
; ð11Þ

which is larger than the original noise variance �2
d1

.
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TABLE 1
Notation

Fig. 6. Transmission behavior of ANC-CC for two sessions.



4.1.2 The N-Session Case

We now consider the general case, where there are N
source-destination pairs and one relay node in the network
[see Fig. 5b]. To have all N source-destination pairs share
the same relay node with ANC, ðN þ 1Þ time slots are
needed (see Fig. 3). The signal aggregation process in this
scenario follows the same token as in the two-session case.
Fig. 7 shows the details in each time slot.

In this N-session case, a given destination node di
overhears a copy of all the packets (including pi) during the
first N time slots. In order to construct the signal for the
second copy of packet pi, the destination node di will again
follow the same procedure as in the two-session case. Now,
instead of subtracting only one signal from the combined
signal, the destination node will need to subtract the signals
overheard from ðN � 1Þ sources. The expressions for the
ANC noise can be obtained by generalizing (10) as follows:

zANC
di
ðtÞ ¼ zdiðtÞ þ

Xsj 6¼si
sj2Sr

�rhrdi zrðt� jSrjT Þ

�
Xsj 6¼si
sj2Sr

�rhrdihsjr

hsjdi
zdiðt� jSrjT Þ;

8t 2 ðjSrjT; ðjSrj þ 1ÞT �;

ð12Þ

where Sr is the set of N source nodes that are using relay r,
and a general expression for the amplification factor �r can
be obtained by generalizing (5), which is

�2
r ¼

Pr

jSrj�2
r þ

P
si2Sr Psi jhsirj

2
: ð13Þ

The variance of ANC noise can be obtained by generalizing
(11), which is

�2
zANC
di

¼ �2
di
þ ðjSrj � 1Þ �rhrdið Þ2�2

r

þ �2
di

Xsj 6¼si
sj2Sr

�rhsjrhrdi
hsjdi

� �2

:
ð14Þ

We see that the variance of ANC noise at destination
node di contains �2

di
and some additional new terms. These

additional new terms are introduced due to the relay node
employing ANC for aggregating multiple signals from
sources in Sr. The variance of ANC noise at the destination
nodes increases with the number of sessions sharing the
same relay node.

4.2 Computing Achievable Rate

4.2.1 ANC-CC

To compute the achievable rate under ANC-CC, we denote
the time duration of the entire frame as t seconds. As a

result, when all N sessions are sharing the same relay node
with ANC-CC (see Fig. 3), every source node and the relay
node will get a time-slot of T ¼ t

Nþ1 seconds. Then, the
achievable rate for a session, say ðsi; diÞ, is

CANC-CCðsi; r; diÞ ¼
t

Nþ1

t

� �
�WIANC-CCðsi; r; diÞ

¼ W

N þ 1
� IANC-CCðsi; r; diÞ;

ð15Þ

where IANC�CCðsi; r; diÞ is the mutual information between
si and di, and W is the available bandwidth in the
network. In (15), the effective bandwidth for session ðsi; diÞ
is W divided by ðN þ 1Þ (N source nodes plus one relay)
in the network.

To derive the mutual information IANC-CCðsi; r; diÞ
between session ðsi; diÞ, we need to consider the ANC noise
(14) at the destination nodes. For the signal transmitted by a
source node si, the received signal at the relay node is

ysir ¼ hsirxi þ zr; ð16Þ

and the received signal at the corresponding destination
node is

ysidi ¼ hsidixi þ zdi : ð17Þ

For the signal transmitted by the relay node, the desired
signal at the destination node (after extraction) is

ŷrdi ¼ �rhrdiysir þ zANC
di

;

which is

ŷrdi ¼ �rhrdiðhsirxi þ zrÞ þ zANC
di

; ð18Þ

where zANC
di

is given in (12) and �r is given in (13).
We can rewrite (16), (17), and (18) into the following

compact matrix form

Y ¼ Hxi þBZ;

where

Y ¼
ysidi

ŷrdi

� �
; H ¼

hsidi

hrdi�rhsir

� �
;

B ¼
0 1 0

�rhrdi 0 1

� �
; and Z ¼

zr

zdi

zANC
di

2
64

3
75:

It was shown in [16] that we can model the above
channel that combines both the direct path (si to di) and the
relay path (si to r to di) as a one-input two-output complex
Gaussian vector channel. The mutual information between
si and di is

IANC-CCðsi; r; diÞ
¼ log2 detðIþ ðPsiHHyÞðBE½ ZZy�ByÞ�1Þ;

ð19Þ

where I is the identity matrix, y represents the complex
conjugate transpose, E½�� is the expectation function, and

E ZZy
� �

¼
�2
r 0 0

0 �2
di

0

0 0 �2
zANC
di

2
64

3
75:
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Fig. 7. Transmission behavior of ANC-CC for N sessions.



Expanding (19) gives us the mutual information

IANC�CCðsi; r; diÞ

¼ log2 1þ jhsidi j
2Psi

�2
di

þ Psi jhrdi�rhsirj
2

jhrdi�rj
2�2

r þ �2
zANC
di

0
@

1
A;

which can be further rewritten as

IANC�CCðsi; r; diÞ ¼ log2

 
1þ SNRsidi

þ SNRsirSNRrdi

jSrj
�2

zANC
di

�2
di

þ SNRrdi þ
�2

zANC
di

�2
di

P
sj2Sr SNRsjr

!
;

ð20Þ

where SNRsidi ¼
Psi
�2
di

jhsidi j
2, SNRsir ¼

Psi
�2
r
jhsirj

2, and SNRrdi ¼
Pr
�

2

di

jhrdi j
2.

For the special case of jSrj ¼ 1, i.e., for one-session

(three-node model), we have i¼0, �2
zANC
di

¼�2
di

, and (20) is

reduced to

IAFðsi; r; diÞ

¼ log2 1þ SNRsidi þ
SNRsir SNRrdi

1þ SNRrdi þ SNRsir

� �
;
ð21Þ

which is exactly the result for the simple three-node model

in [16].
For a given session, it is worth comparing its achievable

rate under ANC-CC (in (15)) with the achievable rates when

1) the session performs AF CC without ANC, and 2) the

session employs direct transmission. We now give the

achievable rates of the latter two schemes for comparison.

4.2.2 AF CC (without ANC)

Under this scheme [16], the session performs AF CC, but the

relay node does not employ ANC. Each source node and

the relay node will get a time-slot of t=2N (see Fig. 2). Using

(21), the achievable rate for a session ðsi; diÞ is

CAFðsi; r; diÞ ¼
t

2N

t

� �
WIAFðsi; r; diÞ

¼ W

2N
log2 1þ SNRsidi þ

SNRsirSNRrdi

1þ SNRrdi þ SNRsir

� �
:

ð22Þ

4.2.3 Direct Transmission

Under direct transmission, a source node does not perform

CC and transmits directly to its destination node. The time-

slot for each source node is t=N . For a session ðsi; diÞ, the

achievable rate under direct transmission is

CDðsi; diÞ ¼
t
N

t

� �
�W log2ð1þ SNRsidiÞ

¼W
N
� log2ð1þ SNRsidiÞ:

ð23Þ

5 THE CASE OF DNC-CC

We now consider the digital version of NC-CC. We
organize this section as follows: in Section 5.1, we give an
upper bound and a lower bound on the rates at which

source nodes can transmit data. In Section 5.2, we analyze
DNC noise and the rate at which each destination node can
receive. In Section 5.3, we derive the achievable rate for a
session under DNC-CC.

5.1 Analyzing Transmission Rate at a Source Node

We first discuss the rate at which each source node can
transmit data. We know that the relay node has to decode
and then combine the signals transmitted by all the source
nodes. However, the rates at which each source node can
transmit varies. It is well known that in general, when
multiple source nodes transmit data at different rates, the
optimal DNC strategy remains unknown [3], [14], [26]. In
addition to combining bits at the relay node, extraction
and signal combination also need to be carried out at
destination nodes. This makes designing an optimal
procedure to perform DNC-CC even more complicated.
So instead of trying to find an optimal DNC-CC strategy,
we will present an upper bound and a lower bound for the
transmission rate.

An upper bound for the transmission rate can be
obtained by having every source node transmit at the
maximum possible rate at which relay node can decode the
data. This can be written as

IUB
DNC-CCðsi; rÞ ¼ log2ð1þ SNRsirÞ: ð24Þ

Equation (24) gives an upper bound on the transmission
rate of si in bits/sec/Hz. This is because for any feasible
(including optimal) scheme, a source node cannot transmit
data at a rate that is greater than IUB

DNC-CCðsi; rÞ. Otherwise,
the relay node will not be able to decode the signal as
required in the DF scheme. As a result, the transmission rate
for source si under any feasible scheme cannot be greater
than IUB

DNC-CCðsi; rÞ. It is important to note that a DNC
strategy to combine the data streams remains unknown
when every source node transmits at its maximum possible
rate. So (24) will serve as an upper bound.

Further, any feasible DNC strategy will require each
source node to transmit at some transmission rate (e.g., all
source nodes transmit at the same rate). This transmission
rate cannot be greater than the optimal transmission rate of
that source node. As a result, a feasible DNC strategy will
give us a lower bound on the rate at which each source
node can transmit. One feasible strategy is to denote the
source node that transmits at the lowest rate as the
bottleneck source node; and to limit all the source nodes
to transmit at this bottleneck rate. This will enable the relay
node to perform bit by bit combination of the decoded data.
A lower bound on the rate at which a source node si can
transmit can be written as

ILB
DNC-CCðsi; rÞ ¼ log2

�
1þ min

sj2Sr
fSNRsjrg

	
: ð25Þ

5.2 Analyzing Reception Rate at a Destination Node

To study the reception rate at the destination nodes, we
begin by analyzing the DNC noise. We first focus on the
simple two-session network in Fig. 5a. For this network, the
signal transmitted by s0 and received by r in the first time
slot is given by (1). Similarly, the signal transmitted by s1

and received by r in the second time slot is given by (3). The
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relay node r will decode the two signals, combine them
using DNC, and then transmit the combined signal. The
combined signal at r can be written as ðx0 þ x1Þ.

To understand the signal extraction process at a
destination node, consider node d1. The combined signal
transmitted by r and received by node d1 can be written as

yrd1
ðtÞ ¼ hrd1

½x0ðt1Þ þ x1ðt2Þ� þ zd1
ðtÞ; 8t 2 ð2T; 3T �; ð26Þ

where x0ðt1Þ is the signal transmitted by s0 in the first time
slot, and x1ðt2Þ is the signal transmitted by s1 in the second
time slot. Note that when all source nodes are transmitting

at the same rate (i.e., the lower bound case in Section 5.1),
t1 ¼ t� 2T and t2 ¼ t� T . However, as the optimal NC

strategy in general is unknown, we use general notation of
t1 and t2. We assume that the destination nodes know the

values of t1 and t2 for any t (i.e., it knows the NC scheme
that is employed by the relay node).

The destination node now has to subtract the x0 signal

component from (26) in order to extract x1. The signal for x0

overheard by d1 from s0 in the first time slot is given by (2).

Assuming channel gains are known, d1 can extract the signal

forx1 by multiplying (2) by
hrd1

hs0d1
and then subtract the product

from (26).1 The extracted signal can be written as

�yrd1
ðtÞ ¼ yrd1

ðtÞ � hrd1

hs0d1

ys0d1
ðt1Þ

¼ hrd1
x1ðt2Þ þ zd1

ðtÞ þ hrd1

hs0d1

zd1
ðt1Þ

8t 2 ð2T; 3T �:

ð27Þ

We can see that instead of zd1
, we have a new noise term,

which we call “DNC noise” and is denoted as zDNC
d1

, i.e.,

zDNC
d1
¼ zd1

ðtÞ þ hrd1

hs0d1

zd1
ðt1Þ; 8t 2 ð2T; 3T �: ð28Þ

From (28), the variance of DNC noise is

�2
zDNC
d1

¼ �2
d1
þ �2

d1

hrd1

hs0d1

� �2

: ð29Þ

For a general network with n sessions (i.e., Fig. 5b),
where a group of source nodes in Sr share the same relay
node r, DNC noise at a destination node di can be obtained
by generalizing (29). We have

�2
zDNC
di

¼ �2
di
þ �2

di

Xj 6¼i
sj2Sr

hrdi
hsjdi

� �2

: ð30Þ

From (30), we can see that the variance of DNC noise
increases monotonically as the number of sessions sharing
the relay node.

By using the variance of DNC noise we can determine
the rate at which a given destination node can receive its
desired signal. Similar to the ANC-CC case, (17) and (27)
can be written in a compact matrix form as

Y ¼ Hxi þBZ; ð31Þ

where

Y ¼
ysidi

�yrdi

� �
; H ¼

hsidi

hrdi

� �
;

B ¼
1 0

0 1

� �
; and Z ¼

zdi

zDNC
di

" #
:

Similar to [16], we can model the above channel as a one-
input two-output complex Gaussian vector channel. The
rate at which destination node di can receive signal xi is

IDNC�CCðsi [ r; diÞ ¼ log2 detðIþ ðPHHyÞðBE½ZZy�ByÞ�1Þ;

where

E ZZy
� �

¼
�2
di

0

0 �2
zDNC
di

" #
; and P ¼ Psi 0

0 Pr

� �
:

Expanding the above rate equation gives us

IDNC-CCðsi [ r; diÞ ¼ log2 1þ Psi jhsidi j
2

�2
di

þ Prjhrdi j
2

�2
zDNC
di

0
@

1
A;

which can be further rewritten as

IDNC-CCðsi [ r; diÞ ¼ log2 1þ SNRsidi þ
SNRrdi

�2

zDNC
di

�2
di

0
BBB@

1
CCCA: ð32Þ

From (32), we can see that the rate at which destination
nodes can receive data decreases when the variance of DNC
noise increases.

We now have the rate for each source node to transmit
(i.e., either (24) or (25)) and the rate for each destination
node to receive (i.e., (32)). For any given session, the
minimum of the source transmission rate and the destina-
tion reception rate is the achievable rate for that session.
As a result, the minimum of (24) and (32) gives us an
upper bound for the mutual information for session ðsi; diÞ.
Similarly, the minimum of (25) and (32) gives us a lower
bound for the mutual information for a session ðsi; diÞ
under DNC-CC.

5.3 Computing Achievable Rate

Similar to the analog case, we assume that each frame has a

length of t (seconds) and each time slot in the frame has a

length of T . Then, T ¼ t
Nþ1 . Under such setting, we can

write the upper bound on the achievable rate of ðsi; diÞ for

DNC-CC as

CUB
DNC-CCðsi; r; diÞ

¼ W

N þ 1
�min



IUB

DNC�CCðsi; rÞ; IDNC�CCðsi [ r; diÞ
�
;
ð33Þ

and the lower bound on the achievable rate of ðsi; diÞ as

CLB
DNC�CCðsi; r; diÞ

¼ W

N þ 1
�min



ILB

DNC-CCðsi; rÞ; IDNC�CCðsi [ r; diÞ
�
:
ð34Þ
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1. Another possible approach to perform signal extraction is for d1 to first
decode ys0d1

and then use the extracted x0 to perform a subtraction.
However, such an approach places excessive restriction on the rate at which
source nodes can transmit their signals, and is likely to perform worse than
the approach we use here.



Note that when jSrj ¼ 1, i.e., one-session (three-node

model), we have �2
zDNC
di

¼ �2
di

, and both (33) (upper bound)

and (34) (lower bound) reduce to

CDF ðsi; r; diÞ ¼
W

2
min



log2ð1þ SNRsirÞ;

log2ð1þ SNRsidi þ SNRrdiÞ
�
;

which is exactly the result for the three-node model given

in [16].
DF CC (without DNC). It is worth comparing the

achievable rate under DNC-CC with DF CC when DNC is

not used. Under the latter scheme, every source node and

the relay node gets equal time slot duration of t
2N . The

achievable rate of a session ðsi; diÞ is [16]

CDF ðsi; r; diÞ ¼
W

2N
min

(
log2 1þ jhsirj

2Psi
�2
r

 !
;

log2 1þ jhrdi j
2Pr

�2
di

þ jhsidi j
2Psi

�2
di

 !)
:

ð35Þ

6 NUMERICAL RESULTS

In this section, we present some numerical results to show

the impact of NC on CC, in the light of NC noise. We assume

that the total bandwidth in the network W ¼ 22 MHz [10].

All source nodes transmit with 1 W of power. The variance

of Gaussian noise at each node is 10�10 W, and the path loss

index is 4. For simplicity, the channel gain jhuvj2 between

two nodes is modeled as d�4
uv , where duv is the distance

between u and v, and 4 is the path loss index.
The results are divided into two parts. In the first part,

we use simple two-session networks to illustrate that NC

can be either a friend or a foe of CC, depending on network

settings. So a blind use of NC in CC is not advisable. The

second part consists of a general network with multiple

sessions. Here, we quantify the impact of DNC noise and

ANC noise on the achievable rate of individual sessions.

Our results show that as the number of sessions that share

the same relay node increases, the benefit of NC in CC

diminishes, gradually switching NC from a friend to a foe.

6.1 Two-Session Networks

6.1.1 NC as a Friend

We first show that in certain network settings, NC-CC can
offer better data transmission rates than CC or direct
transmission schemes. A network topology illustrating this
case is shown in Fig. 8.

The analog case (ANC-CC). For ANC-CC, the results
are shown in Table 2 and Fig. 9. There are four columns in
Table 2. The first column shows the source and destination
nodes of each session. The second column shows the
achievable rates under ANC-CC (i.e., based on (15)). The
third column shows the achievable rate for each session
when the session performs AF CC without the use of ANC
(i.e., based on (22)). The last column shows the achievable
rate of the sessions under direct transmission (i.e., based
on (23)).

We can see that for the topology in Fig. 8, the achievable
rates under ANC-CC are higher than the achievable rates
under AF CC without ANC, as well as the rates under
direct transmission. Fig. 9 shows the results for the outage
probability of session s0 ! d0 under ANC-CC, AF CC, and
direct transmission schemes. The results for session s1 ! d1

are similar and are thus omitted. For each scheme, the
outage probability is computed by counting the number of
outages under 10,000 channel realizations. We assume that
all channels in the network are Rayleigh faded. Fig. 9
shows that the outage probability of session s0 ! d0 under
ANC-CC is lower than that under AF CC scheme and
direct transmission.

The digital case (DNC-CC). For DNC-CC, the results are
shown in Table 3 and Fig. 10. The columns in Table 3 are
similar to those in Table 2, except that the achievable rate
under DNC-CC is represented by an upper bound and a
lower bound in the second and third columns. By noting
that the upper and lower bounds for both sessions are
identical, we conclude that the rates in columns 2 and 3 are
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Fig. 8. A network topology where NC is a friend of CC.

TABLE 2
Comparison of Achievable Rates When ANC Is a Friend

Fig. 9. Outage probabilities of session s0 ! d0 when ANC is a friend.

TABLE 3
Comparison of Achievable Rates When DNC Is a Friend



the optimal rates. We can see that the achievable rates
under DNC-CC (columns 2 and 3) are better than those
under DF CC without DNC (column 4) as well as the rate
under direct transmission (i.e., the last column in Table 3).
Further, Fig. 10 shows that the outage probabilities of
session s0 ! d0 under DNC-CC are also lower than those
under DF CC and direct transmission.

Note that the above results for ANC-CC and DNC-CC
can also be explained intuitively. To extract the desired
signal from the combined signal, node d0 has to subtract the
overheard signal from s1. From Fig. 8, we see that since s1 is
closer to d0, this gives d0 a better reception of the signal from
s1. As a result, the NC noise component in the extracted
signal at d0 is small, which makes NC a friend of CC.
Similar discussion also holds for session ðs1; d1Þ in Fig. 8.

6.1.2 NC as a Foe

We now show that NC may not always benefit CC. A
network topology illustrating this case is shown in Fig. 11.

The analog case (ANC-CC). For ANC-CC, the results are
shown in Table 4 and Fig. 12. Table 4 shows that for both
sessions, the achievable rates under ANC-CC (column 2)
are lower than those under AF CC and direct transmission,
respectively. Fig. 12 shows that over a wide range, the
outage probabilities of session s0 ! d0 under ANC-CC are
higher than those under AF CC and direct transmission.

The digital case (DNC-CC). Similar to the analog case,
Table 5 shows that for both sessions, the achievable rates
under DNC-CC (columns 2 and 3) are lower than those
under DF CC and direct transmission, respectively. Fig. 13
shows that over a wide range, the outage probabilities of
session s0 ! d0 under DNC-CC are higher than those under
DF CC and direct transmission. Note that in Fig. 13, the plots
for the lower and upper bounds on the outage probability
under the DNC-CC scheme overlap with each other.

Note that the above results for ANC-CC and DNC-CC
can also be explained intuitively. To extract the desired
signal from the combined signal, node d0 has to subtract the
signal overheard from s1. From Fig. 11, we see that source s1

is far away from d0. This results in weaker reception of s1’s
signal at d0. Therefore, the NC noise component in the
extracted signal at d0 is high, which makes NC a foe of CC.
Similar discussion also holds for session ðs1; d1Þ in Fig. 11.
However, we can see that the effect of NC noise on ðs1; d1Þ is
more than that on ðs0; d0Þ. This can be explained by
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Fig. 10. Outage probabilities of session ðs0; d0Þ when DNC is a friend.

Fig. 11. A network topology where NC is a foe of CC.

TABLE 4
Comparison of Achievable Rates When ANC Is a Foe

Fig. 12. Outage probabilities of session s0 ! d0 when ANC is a foe.

TABLE 5
Comparison of Achievable Rate When DNC Is a Foe

Fig. 13. Outage probabilities of session s0 ! d0 when DNC is a foe.



observing that node d1 is farther away from r as compared
to node d0, resulting in comparatively weaker reception of
network coded signal at d1.

6.1.3 Summary

The above two scenarios illustrate that NC can be either a
friend or a foe of CC. That is, the NC noise infused at the
destination nodes could undermine the time slot advantage
of NC-CC. When NC noise is sufficiently large, the
advantage of NC-CC diminishes and NC becomes a foe
of CC.

6.2 A General Multisession Network

In this section, we consider a general network with multiple
sessions. The network topology is shown in Fig. 14, where
we have 10 sessions and one relay node. We show that
when more sessions employ NC-CC and share the same
relay node, NC noise at destination nodes will increase.
This increase in NC noise will have a direct impact on the
effective SNR and the achievable rate of individual
sessions. As a result, when the amount of NC noise
increases beyond a certain threshold, NC will switch from
a friend to a foe of CC. We chose session s0 ! d0 in our
study to demonstrate these findings under both ANC-CC
and DNC-CC.

The analog case (ANC-CC). To start with, all the
sessions are active, but only one session (s0 ! d0) is using
the relay node r to perform AF CC. The effective bandwidth
for each session is W=10. We first determine the effect of
adding more sessions on the effective SNR of s0 ! d0. Here,
the effective SNR for a session si ! di is defined based on
(15), i.e.,

SNRANC
eff ðsi; r; diÞ ¼ SNRsidi

þ SNRsirSNRrdi

jSrj
�2
znew
di

�2
di

þ SNRrdi þ
�2
znew
di

�2
di

P
sj2Sr SNRsjr

;

ð36Þ

where Sr is the set for those source nodes using relay
node r.

Since only one session (i.e., ðs0 ! d0Þ) is using the relay
node initially, the value of Nð¼ jSrjÞ in (36) will be one for
session s0 ! d0, and Sr will contain only s0. Then, we let
session s1 ! d1 also share the relay node. Now both s0 ! d0

and s1 ! d1 are employing ANC-CC, and the other eight
sessions are using direct transmission. Note that now, the
value of Nð¼ jSrjÞ in (36) for these two sessions will be two,

and Sr will contain fs0; s1g. The process continues until all
10 sessions share the same relay node.

We plot the effective SNR of session s0 ! d0 as more

sessions are using the same relay in Fig. 15a. We can see
that as more sessions start using the relay node, the
effective SNR of session s0 ! d0 decreases. This is due to

the increase in the ANC noise at the destination node for
session s0 ! d0.

This reduction in the effective SNR of session s0 ! d0

affects the achievable rate of this session. This impact is

illustrated in Fig. 15b. We plot two curves in Fig. 15b. The
solid curve shows the achievable rate of session s0 ! d0,
which is calculated using (15). The straight dotted line

shows the achievable rate of session s0 ! d0 when ANC is
not used (i.e., (22)). In Fig. 15b, we find that NC remains a
friend of CC for session s0 ! d0 initially due to the time-slot

benefit of NC. However, as more sessions start sharing the
same relay node, the adverse effect of ANC noise at d0 starts
to increase, and the achievable rate of session s0 ! d0 starts

to decrease. Finally, when five sessions share the relay
node, the ANC noise reaches a point where the time-slot
benefit of ANC-CC is no longer able to offset the adverse

effect of ANC noise. At this point, NC switches from a
friend to a foe of CC.
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Fig. 14. A 10-session one-relay network topology.

Fig. 15. The impact on session s0 ! d0 as more sessions share the

same relay node.



We now consider the final instance when all the sessions

in the network are using the same relay node to perform

ANC-CC. Table 6 shows the achievable rates of all the

sessions in the network under different transmission

schemes (similar to Tables 2 and 4). As one can see, there

is no definitive statement on which scheme is better, when

considering all 10 sessions jointly.
The digital case (DNC-CC). Following the same process

as in the analog case, we let multiple sessions share the same

relay node. Initially, only one session ðs0 ! d0Þ is using the

relay node r to perform DF CC. Afterward, other sessions
start sharing the relay node one by one. The process

continues until all 10 sessions share the same relay node.
Similar to the analog case, Fig. 16b shows that the

reduction in effective SNR directly impacts the achievable
rate of s0 ! d0 in DNC-CC. We can see that the
achievable rate for session s0 ! d0 under DNC-CC falls
below the achievable rate under DF CC when five or
more sessions share the relay node. This is the point
where NC switches from a friend to a foe.

Table 7 shows the achievable rates when all 10 sessions
in the network share the same relay node under DNC-CC
(similar to Table 6 for the analog case). We observe that the
achievable rate under DNC-CC is lower than that under the
DF CC scheme for all the sessions. This shows that by
having all the sessions share the same relay node, the
benefit of NC in CC diminishes.

Fig. 16a shows the effect of adding more sessions on the
effective SNR of session s0 ! d0. The lower and the upper
bounds on the effective SNR under DNC-CC are defined
based on (33) and (34), and are written as

SNRLB
eff-DNCðsi; r; diÞ

¼ min minsj2Sr SNRsjr


 �
; SNRsidi þ

SNRrdi

�2

zDNC
di

�2
di

0
BBB@

1
CCCA

8>>><
>>>:

9>>>=
>>>;
;

SNRUB
eff-DNCðsi; r; diÞ

¼ min SNRsjr; SNRsidi þ
SNRrdi

�2

zDNC
di

�2
di

0
BBB@

1
CCCA

8>>><
>>>:

9>>>=
>>>;
:

We can see that after four sessions, the plot for the lower
bound and upper bound coincides with each other.

Summary. From the above results, we find that NC can

benefit CC only when the number of sessions sharing the
same relay node is small. As such number increases, NC

noise also increases (both in the analog case and the digital
case), and the benefit of NC in CC diminishes. Note than the
quantitative effect of ANC on AF-CC is different from that

of DNC on DF-CC. This is due to the physical difference
between the two schemes. A quantitative comparison

between the two schemes is beyond the scope of this paper.
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TABLE 6
Comparison of Various Data Communication

Schemes with ANC-CC for a 10-Session Network

Fig. 16. The impact on session s0 ! d0 as more sessions share the

same relay node.

TABLE 7
Comparison of Various Data Communication

Schemes with DNC-CC for a 10-Session Network



7 CONCLUSION

In this paper, we investigated the fundamental problem of
how NC can affect the performance of CC. In contrary to
current perception, NC can be both a friend or a foe of CC,
depending on the underlying network setting. The reason
for such uncertainty is the existence of NC noise, which is
the key factor that hinders the performance of NC-CC. In
this paper, we formalized the concept of NC noise and
characterized it mathematically both for the analog case
(ANC-CC) and digital case (DNC-CC). We also derived
mutual information and achievable rate calculations under
ANC-CC and DNC-CC. Using numerical results, we
demonstrated the impact of NC on CC. Our results offer
new understanding on NC-CC and provide guidelines on
its future application in practice.

Our findings in this paper lay the foundation for the
design of MAC and network layer protocols for NC-CC.
Here, we briefly discuss some important problems that we
envision for MAC/network layer protocol design. We start
with the simple problem where there are multiple sessions
and only one relay node. For a given objective, a MAC
problem could be how to group sessions and assign time
slot for each session. Note that the problem is further
complicated by the fact that some sessions may be better-off
by using direct transmission instead of NC-CC. In the case
when multiple relay nodes are present, the problem
becomes much harder. At the network layer, when data
transport between a source and its destination node
requires multiple hops, we need to consider how to assign
an available node for physical layer relay (NC-CC) or
network layer relay (i.e., the multihop relay). The solutions
to these problems remain open and should be explored as
future work.
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