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1 Introduction

Multipath routing, sometimes calledtraffic dispersion[14], has been one of the
most important current directions in the area of routing. The current routing is
based on the single path routing - between a source and a destination, the single
minimum-cost path tends to be selected although different cost metrics may yield
different paths. However, in a reasonably well-connected network, there may exist
several paths between a source-destination pair. The concept of multipath routing
is to give the source node a choice at any given time of multiple paths to a particular
destination by taking advantage of the connectivity redundancy of the underlying
network. The multiple paths may be used alternately, namely, traffic taking one
path at a time, or they may be used concurrently, namely, traffic flowing through
multiple paths simultaneously.

Multipath routing (ordispersity routingas termed by the author) was first pro-
posed by Maxemchuk to spread the traffic from a source in space rather than in
time as a means for load balancing and fault handling in packet switching net-
works [29–31]. The method was shown to equalize load and increase overall net-
work utilization; with redundancy, it improves the delay and packet loss properties
at the expense of sending more data through the network. Since then, the multipath
routing technique has been applied to various types of networks, such as the com-
munication networks, B-ISDN, ATM networks, etc., and for various network con-
trol and management purposes, such as aggregating the bandwidth, minimizing the
delay, supporting the Quality of Service (QoS) routing, smoothing the burstiness
of the traffic, alleviating the network congestion, and improving the fault toler-
ance, etc [3,6,9,39,40]. Interested readers are referred to [14] for a comprehensive
survey of the earlier works on traffic dispersion in wired networks.

Mobile ad hoc networks (MANETs) and wireless sensor networks (WSNs)
have received tremendous attention in the past few years. A MANET is a col-
lection of nodes that can move freely and communicate with each other using the
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wireless devices. For the nodes that are not within the direct communication range,
other nodes in the network work collectively to relay packets for them. A MANET
is characterized by its dynamic topological changes, limited communication band-
width, and limited battery power of nodes. The network topology of a MANET
can change frequently and dramatically. One reason is that nodes in a MANET are
capable of moving collectively or randomly. When one node moves out of/in to the
transmission range of another node, the link between the two becomes down/up.
Another reason that causes the topological changes is the unstable wireless links,
which might become up and down due to the signal fading (obstacles between the
two end nodes), interference from other signals, or the changing of transmission
power levels. Most of the mobile nodes are battery powered, when the nodes run
out of the battery power, the node failure will also cause the topological changes.
Although a close relative to MANETs, a WSN differs from an ad hoc network in
many aspects [2]. The number of nodes in a WSN is usually much larger than
that in an ad hoc network. Sensor nodes are more resource constrained in terms
of power, computational capabilities, and memory. Sensor nodes are typically ran-
domly and densely deployed (e.g., by aerial scattering) within the target sensing
area. The post-deployment topology is not predetermined. Although in many cases
the nodes are static, the topology might change frequently because the sensor nodes
and the wireless channels are prone to failure.

Multipath routing has drawn extensive attention in MANETs and WSNs re-
cently. The dense deployment of nodes in MANETs/WSNs makes the multipath
routing a nature and promising technique to cope with the frequent topological
changes and consequently unreliable communication services. Research efforts
have also been made using multipath routing to improve the robustness of data
delivery [41, 46], to balance the traffic load and balance the power consumption
among nodes [13, 45], to reduce the end-to-end delay and the frequency of route
discoveries [11,33], and to improve the network security [24,48], etc. Two primary
technical focuses in this area are, (a) the multipath routing protocols that are able
to find multiple paths with the desired properties, and (b) the policies on the usage
of the multiple paths and the traffic distribution among the multiple paths, which
very often involve coding schemes that help to split the traffic.

Communication security and reliability are two important issues in any net-
work and they are seemingly contradict goals from the perspective of adding re-
dundancies. On the one hand, traditionally reliability can be achieved by sending
redundant data over multiple paths. On the other hand, the redundant data gives
the adversaries better chances to intercept the information. To address this issue,
we proposed a novelSecurity Protocol for REliable dAta Delivery(SPREAD) to
enhance both security and reliability and we investigated the SPREAD scheme
in both MANETs and WSNs. The goal of the proposed SPREAD scheme is to
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provide further protection to the data delivery service, specifically, to reduce the
probability that secret messages might be compromised/lost when they are deliv-
ered across the insecure/unreliable network. The basic idea is to transform a secret
message into multiple shares by secret sharing schemes and then deliver the shares
via multiple independent paths to the destination so that even if a small number of
nodes that are used to relay the message shares are compromised/faulty, the secret
message as a whole is not compromised/lost. In the SPREAD scheme, multipath
routing is used to distribute the trust to multiple paths/nodes for security purpose
and to diminish the effect of unreliable nodes/links for the purpose of reliability.
An end-to-end multipath routing technique to find multiple node-disjoint paths be-
tween a source-destination pair for end-to-end data delivery was investigated in a
MANET environment [24]. While in a WSN, noticing that a typical communica-
tion task is for every sensor node to sense its local environment and, upon request,
sends the data of interest back to a base station, we proposed an efficient N-to-1
multipath discovery protocol that is able to find multiple node-disjoint paths from
every sensor node to the base station simultaneously in one route discovery [26].
The SPREAD scheme combines both concurrent multipath routing and alternate
multipath savaging techniques and provides more secure and more reliable data
collection service. In other words, it makes the data delivery service more resistent
to node/link failure and node compromise problems.

This chapter aims to introduce the readers with the concept and techniques
of multipath routing in a MANET/WSN, with a focus on the performance gains
from multipath routing and the techniques of the construction and the usage of the
paths. The chapter is organized as follows. We identify some applications and
examine their performance benefits from multipath routing in section 2. We review
some multipath routing protocols in the literature in section 3. Then in section 4
we present the SPREAD scheme with moderate details. Section 5 concludes the
chapter.

2 Performance Benefits from Multipath Routing

Multipath routing has been studied for various network control and management
purposes in various types of networks. In this section, we outline some of the ap-
plications of multipath routing that improve the performance of an ad hoc network
and a sensor network.



Performance Optimization using Multipath Routing 5

2.1 Reliability

By “reliability” we mean the probability that a message generated at one place in
the network can actually be routed to the intended destination. Reliability is a big
challenge in MANETs/WSNs because packets transmitted are subject to lost due to
frequent topological changes, severe media access conflicts, and various kinds of
interferences that affect the wireless transceivers to correctly decode the wireless
signals.

Multipath routing in a MANET was originally developed as a means to provide
route failure protection. For example, the Dynamic Source Routing (DSR) proto-
col [17] is capable of caching multiple routes to a certain destination. When the
primary path fails, an alternate one will be used to salvage the packet. The Tem-
porally Ordered Routing Algorithm (TORA) [34] also provides multiple paths by
maintaining a destination-oriented directed acyclic graph (DAG) from the source
node. Multipath extensions of some protocols that originally depend on the single
path routing have also be proposed, such as the AODV-BR [27], Alternative Path
Routing (APR) [36], and Split Multipath Routing (SMR) [28], etc., which improve
the single path routing protocols by providing multiple alternate routes. In these
cases, the multiple paths are not used simultaneously. The traffic takes one of the
multiple paths at a time. Other paths are kept as backup in case the used one is
broken. When all known paths are broken, a new multipath discovery procedure is
initiated. Alternate path routing has also been adopted at link layer - when multi-
ple next hops are available, the packet is routed through the one that exhibits best
channel condition [19].

Another way of using the multiple paths is to have the traffic flow through mul-
tiple paths simultaneously. Concurrent multipath routing in a MANET has been
developed to improve the throughput, reliability and achieve load balancing. Some
type of source coding scheme is usually incorporated, particularly for reliability,
such as theForward Error Correction(FEC) codes,Reed-Solomon(RS) codes,
etc. As shown in Fig. 1, a certain amount of redundancy is coded into the data traf-
fic such that the decoding could tolerate a certain amount of data lost or even the
failure of a complete path (paths). One application of concurrent multipath routing
was proposed in [41] in which overhead information is added to the original data
load bydiversity coding[1], then segments consisting of both types of data are dis-
tributed over multiple independent paths simultaneously. The diversity coding has
the property that upon receiving a certain amount of data, either original or over-
head, the original information can be fully recovered. With an analytical frame-
work, the scheme was shown to be effective in increasing the overall information
delivery ratio. Another interesting application [15] was proposed which combined
the multiple path transport (MPT) andmultiple description coding(MDC) in order
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Figure 1: Concurrent Multipath Routing for Reliability

to send video and image information in a MANET. The MDC has the property
that the picture quality is acceptable from any one description while any additional
description enhances the picture quality accumulatively. The transmission of the
multiple descriptions via multiple paths, on the one hand, helps to provide higher
bandwidth required by the video/image transmission, on the other hand, helps to
provide more robust end-to-end connection.

In [24] and [26], we combined thethreshold secret sharingscheme and multi-
path routing and proposed the SPREAD idea to provide more reliable and more
secure data delivery/collection services in a MANET/WSN. The secret sharing
scheme has the similar property as the diversity coding from the reliability per-
spective - a(T, N) threshold secret sharing algorithm divides a piece of informa-
tion into N segments, from anyT out of N segments, one can reconstruct the
original information. In addition, the secret sharing scheme has a desirable secu-
rity property, that is, with less than the threshold, namelyT , segments, one could
learn nothing about the information and has no better chance to recover the original
information than an outsider who knows nothing at all about it. The SPREAD idea
was investigated in [24] for end-to-end data delivery in a MANET. It is noticed that
the improved end-to-end data delivery ratio relies on the excessive information re-
dundancy allocated to the multiple paths. The reliability of the overall end-to-end
delivery is improved because it could tolerate a certain amount of packet loss or
path loss, while the reliability of each path remains unimproved. This situation
makes reliability and security contradict goals - high redundancy improves relia-
bility but deteriorates the foundations of the security enhancement. The SPREAD
scheme was extended in [26] by proposing a N-to-1 multipath discovery proto-
col. The distinct feature of the N-to-1 multipath discovery protocol is that it is
able to find from every node to a particular destination (the sink node in a WSN)
multiple node-disjoint paths in one route discovery efficiently. With the multipath
available at every node, the SPREAD scheme achieves both reliability and secu-
rity goals with little or none information redundancies. The end-to-end concurrent
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multipath routing is applied at the source to spread the traffic onto multiple disjoint
paths between the source and the destination for security purpose. The alternate
path routing is applied while each packet is travelling on its designated path - once
node/link failure is encountered, the packet is locally salvaged by using an alter-
nate path. By this means, the reliability of each path is greatly improved thus the
required end-to-end redundancy is greatly decreased. The dilemma between secu-
rity and reliability are neatly resolved by the combination of concurrent multipath
routing and alternate multipath routing. More details of the SPREAD scheme will
be presented in section 4.

2.2 Load/Energy Consumption Balancing

Nodes in a MANET or WSN are typically powered by batteries which have limited
energy reservoir. In some application scenarios, replenishment of power supplies
might not be possible. The lifetime of the nodes show strong dependence on the
lifetime of the batteries. In the multihop MANET/WSN, nodes depend on each
other to relay packets. The lost of some nodes may cause significant topological
changes, undermine the network operation, and affect the lifetime of the network.

Energy efficient routing has been the subject of intensive study in recent years.
One goal of the energy aware routing (EAR) protocols is to select the best path
such that the total energy consumed by the network is minimized [44]. A serious
drawback of the minimum energy routing is that nodes will have wide difference
in energy consumption. Nodes on the minimum energy paths will quickly drain
out while the other nodes remain intact. This will result in the early death of some
nodes. Another objective of the EAR is to maximize the system lifetime, which
is defined as the duration when the system starts to work till any node runs out
of energy, or till a certain number of nodes run out of energy, or till the network
is partitioned, etc. For this purpose, multipath routing has been shown effective
since it distributes the traffic load among more nodes and in proportion to their
residual energies. When the energy consumption among nodes are more balanced,
the mean time to node failure is prolonged, and the system lifetime is prolonged
too [10,13,45].

2.3 Routing Overhead

Another benefit of multipath routing is the reduction of the routing overhead. Ex-
isting ad hoc routing protocols can be generally categorized into three classes:
table-driven(or proactive, such as DSDV and WRP),on-demand(or reactive, such
as DSR and AODV), andhybrid (the combination of the two, such as ZRP) [38].
Most of the performance studies indicate that on-demand routing protocols outper-
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form table-driven protocols [5, 18]. The major advantage of the on-demand rout-
ing comes from the reduction of the routing overhead, as high routing overhead
usually has a significant performance impact in low bandwidth wireless networks.
An on-demand routing protocol attempts to discover a route to a destination “on-
demand” when it is presented a packet for forwarding to that destination but it does
not already know a path. It utilizes a route discovery process to find the path(s).
Discovered routes are maintained by a route maintenance procedure until either
the destination becomes inaccessible along every path from the source or until the
route is no longer desired. The route discovery is a costly operation and it usually
involves a network-wide flooding of route request packets since the node has no
idea where the destination is. Typically three types of routing messages are used
- Route Request(RREQ) andRoute Reply(RREP) messages are used in the route
discovery process to search for a route;Route Error(RERR) message is used to re-
port the breakage of an intermediate link on a route back to the source. On-demand
multipath protocols find multiple paths between a source and a destination in a sin-
gle route discovery. A new route discovery is needed only when all the found paths
fail. In [33], the authors proved that the use of multiple paths in DSR can keep
correct end-to-end connection for a longer time than a single path. Therefore, by
keeping multiple paths to a destination, the frequency of the costly route discovery
is much lower. Moreover, in a single path routing case, when a node fails to trans-
mit a packet to its next hop, a route error message will be sent back to the source
indicating the breakage of the path. With multiple alternate paths available, nodes
can actively salvage the packet by sending it to an alternate path, a route error will
occur only when all the available paths fail. The occurrence of route error is there-
fore reduced too. Although the search for multiple paths may need more route
request messages and route reply messages in a single route discovery process, the
number of overall routing messages is actually reduced. Similar results have been
reported in [11].

2.4 Quality of Service (QoS)

An important objective of multipath routing is to provide quality of service, more
specifically, to reduce the end-to-end delay, to avoid or alleviate the congestion,
and to improve the end-to-end throughput, etc.

It has been shown that multipath routing helps significantly in providing QoS
by reducing the end-to-end delay for packet delivery [11]. The reduction in the end-
to-end delay is not that intuitive and is attributed to multiple factors. Notice that
the end-to-end delay is the latency between a packet sent at the source and received
at the destination. Besides the ordinary transmission delay, propagation delay, and
queuing delay, which widely exist in all IP networks, there are two types of latency
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caused particularly by ad hoc on-demand routing protocols. One is the latency the
protocol takes to discover a route to a destination when there is no known route
to that destination. This type of latency is due to the on-demand behavior of the
routing protocol and exists in all such protocols. As we mentioned in section 2.3,
multipath routing effectively reduces the frequency of route discovery therefore
the latency caused by this reason is reduced. The other one is the latency for a
sender to “recover” when a route being used breaks. The latency resulting from
broken routes could be very large because the amount of latency is the addition
of the following three parts - the time for a packet to travel along the route to
the node immediately before the broken link, the time for that node to detect the
broken link, and the time for a route error message to travel from that node back
to the source node. Among them, the time to detect a broken link could be very
large because the failure of the link can only be determined after having made a
certain number of attempts to transmit the packet over the broken link but failed
to receive a passive or explicit acknowledgement of success. This latency caused
by route errors is a significant component in the overall packet latency. Again, as
we explained in section 2.3, multipath routing avoids or reduces the occurrence
of route errors therefore the packet latency is further reduced. Some other factors
contribute to the reduction in the end-to-end delay as well, such as the routing
around the congested area, etc.

Multipath routing has been shown effective in wired networks for providing
high bandwidth by allocating traffic onto multiple independent paths simultane-
ously so that the bandwidth of the multiple paths can be aggregated for a request
which the bandwidth of any single path would not suffice. Its effectiveness is intu-
itive because the using of the multiple paths are independent of each other in wired
networks. However, in a MANET or a WSN, shared wireless channels make the
situation different. Wireless links are a relatively “soft” concept. When nodes are
sharing a single wireless channel and using some medium access control (MAC)
protocol such as the IEEE 802.11 to coordinate the access to the shared channel,
the communication activities among the links are no longer independent. For ex-
ample, as shown in Fig. 2, with the IEEE 802.11, when one node, say node 5, is
transmitting to another node, say node 6, all the neighbors of both the transmitter
and the receiver (i.e., nodes 1,2,3,4,7,8,12 in the example) have to keep quiet to
avoid possible collision with the ongoing transmission. Therefore, node disjoint-
ness in shared channel networks does not imply the independence of the paths.
Instead, the communication activities of the multiple paths affect each other very
much. This problem has been referred to in [36] asroute couplingproblem and the
results showed that the effect is so severe in single channel networks that it pro-
vides only negligible improvements in quality of service. The selection of multiple
paths that cause less coupling is therefore an important challenge in the current
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Figure 2: Route Coupling Problem in Shared Channel Multipath Routing

multipath routing protocol design. In [45] the authors considered the route cou-
pling problem by selecting less correlated multiple paths. The correlation factor of
two node-disjoint paths is defined as the number of the links connecting the two
paths and it is an indicator of chances that the transmission along one path could
interfere with the other. The results show that multipath routing is still an effective
means of improving the throughput though the gain is not as significant as that
from independent paths.

2.5 Security

A few efforts have been made to improve the network security by using multipath
routing. While used for security purpose, multipath routing is often combined with
secret sharing cryptography. As we mentioned in section 2.1, a(T,N) threshold
secret sharing scheme has the nice property that it divides a secret intoN pieces,
calledsharesor shadows; One can derive nothing from any less thanT shares,
while with an efficient algorithm, the original secret can be reconstructed from any
T shares [43]. Therefore, schemes combining multipath routing and secret sharing
techniques typically involve the splitting of a secret by secret sharing schemes
and the delivery of the shares by multipath routing. By this means, the trust is
distributed to multiple nodes/paths in the network and the system is made more
resilient to a collusive attack by up to a certain number of compromised nodes.

Secret sharing was originally proposed for key management in information se-
curity system [42]. Key management is also possibly the most critical and complex
issue when talking about the security in a MANET or a WSN. The applicability of
many other security services, such as the confidentiality and authentication, relies



Performance Optimization using Multipath Routing 11

on the effective and efficient key management. In [48], the authors used replica-
tion and threshold cryptography and built a more secure and more available public
key management service to deal with the denial of service attacks in a MANET.
The idea is to distribute the functionality of the certificate authority (CA) of a pub-
lic key infrastructure (PKI) into multiple servers (or trusted nodes). In this way,
both the availability and the security of the CA can be improved. In the proposed
model, the threshold cryptography is used to split the system secret into multiple
shares and each server holds one share; multiple servers collectively perform the
functions such as signing a certificate and refreshing the key shares. The multi-
path routing means the routing of multiple shares from multiple servers to a single
combiner. This approach was further investigated in [21] where CAs are further lo-
calized by distributing the servers more evenly in the network such that collective
cryptographic operations can be done locally by neighbors of the requesting node.
Another key management approach based on multipath routing is a probabilistic
approach for the establishing of pairwise secret keys [8, 49]. Due to the inten-
sive computational complexity, operations based on public key algorithms are too
expensive in resource constrained MANETs/WSNs. The design of the approach
is based on probabilistic key sharing and threshold secret sharing techniques. By
probabilistic key sharing, every node in the network will be preloaded with a cer-
tain number of initial keys. With overwhelming probability, any pair of nodes
would share one or more common keys. Then using the common keys as the seeds,
the source node generates a new secret key and divides it into multiple pieces using
secret sharing scheme. The multiple pieces of the secret key are then delivered to
the destination via multipath routing. The multipath in their scheme is logical -
multiple pieces may flow through the same physical paths while encrypted by dif-
ferent common keys. The SPREAD scheme we proposed is similar to the above
approaches in that the scheme is based on the combination of the secret sharing
and multipath routing too. However, the SPREAD scheme aims to protect the data
traffic delivered across the insecure network assuming that the end-to-end encryp-
tion is either secure nor reliable. It is an enhancement to the end-to-end encryption.
The multipath in our SPREAD is physically node-disjoint paths and desired path
finding algorithms were proposed. The SPREAD can certainly be used to deliver
the keys in stead of data traffic. However, by delivering the data traffic, SPREAD
improves not only the security, but also the reliability which is a big challenge in
MANETs/WSNs.
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3 Multipath Routing Protocols

Routing in ad hoc networks presents great challenges. The challenge comes mainly
from two aspects: constant node mobility causes frequent topological changes
while limited network bandwidth restricts the timely topological updates at each
router. On-demand routing has been widely developed in mobile ad hoc networks
in response to the bandwidth constraints because of its effectiveness and efficiency.
The multipath routing technique is another promising technique to combat prob-
lems of the frequent topological changes and link instability since the use of multi-
ple paths could diminish the effect of possible node/link failures. Moreover, as we
have discussed in section 2, multipath routing has been shown effective in improv-
ing the reliability, fault-tolerance, end-to-end delay, security, as well as in achieving
load balancing, etc. However, how to actually achieve those performance benefits
depends on the availability of the desired multiple paths and it further depends on
the capability of the multipath finding/routing techniques. In this section, we re-
view some multipath routing protocols available in the literature. Multipath routing
is a more difficult issue than single path routing. How to find the right number of
paths with desired property effectively and efficiently remains a big challenge in
multipath routing research.

3.1 Partially Disjoint Paths

As we discussed in section 2, alternate path routing (APR) is an effective and ef-
ficient approach to improve the reliability of data delivery, it also helps to reduce
the routing overhead and the end-to-end delay. In APR, nodes maintain multiple
paths (either complete paths as in DSR or only next hop nodes as in AODV) to
the destination. When the primary route fails, packets are shifted to an alternate
path. A route error occurs only when all the available paths fail. For this category
of multipath applications, the paths are not necessary to be completely disjoint.
Partially disjoint paths can fulfill the task.

Several multipath routing protocols have been proposed in order to provide the
desired alternate paths. AODV-BR (Backup Routing) [27] is one example of such
routing protocols based on AODV. AODV is an on-demand single path routing pro-
tocol based on distance vector. In AODV, a source node starts the route discovery
procedure by broadcasting a Route Request (RREQ) packet. Each RREQ packet
contains an unique broadcast ID of the source node, which, along with the source
node’s IP, uniquely identifies a RREQ packet so that nodes can detect and drop
duplicate RREQ packets. The RREQ packet also contains a destination-sequence
number of the destination node which indicates the freshness of the packet so that
nodes can detect and drop stale routing packets. An intermediate node, upon re-
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ceiving a fresh RREQ packet for the first time, needs to set up a reverse path by
recording in its route table the address of the node from which the RREQ packet is
received. It then rebroadcasts the RREQ packet. Duplicated RREQ packets that ar-
rive later are simply dropped. Once the RREQ packet reaches the destination or an
intermediate node which has a fresh enough route to the destination, the destination
or the intermediate node unicasts a Route Reply (RREP) packet back following the
reverse path established before. While the RREP packet travels along the reverse
path, a forwarding route entry is set up at each node along the path. The proposed
AODV-BR follows the propagation of Route Request in AODV exactly, while the
route reply phase is slightly modified to construct the alternate route. Basically, the
algorithm takes advantage of the broadcast nature of the wireless communication,
nodes promiscuously overhear packets transmitted by their neighbors. Once a node
overhears (i.e., the node is not the intended receiver of the packet) a RREP packet
transmitted by its neighbor (which must be on the primary route), it records that
neighbor as the next hop to the destination in its alternate route table. With this
simple modification, AODV-BR is able to establish a primary route and alternate
routes that look like a fish bone (see Fig. 3(a)). Data packets are delivered along
the primary path. Once a node detects a link breakage, it locally broadcasts the
data packet to its neighbors. Neighbor nodes that have an entry for the destination
help to salvage the packet by unicasting the packet to their next hop node.

Another protocol that aims to find partially disjoint paths is the braided mul-
tipath routing proposed in [13] in order to increase resilience to node failure in
WSNs. The general data dissemination follows thedirected diffusion[16] paradigm.
As with the basic directed diffusion scheme, each node computes thegradientand
locally determines its most preferred neighbor in the direction of the intended sen-
sor node, based on some empirical information that have initially been flooded
throughout the network. Braided multipath relaxes the requirement of the node-
disjointness of the complete paths. Instead, it aims to find a small number of alter-
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nate paths between the sink and the intended sensor node that are partially node-
disjoint with the primary path. For example, a path that differs from the primary
path by one node could be an alternate path. The path finding algorithm makes use
of two path enforcementmessages and depends on some localized techniques to
construct braids at each node along the primary path. The procedure can be briefly
described as follows. The sink initiates by sending out aprimary path reinforce-
mentmessage to its most preferred neighbor, sayA (as illustrated in Fig. 3(b)).
In addition, the sink sends analternate path reinforcementto its next preferred
neighbor, sayB. An intermediate node, sayC, once receiving a primary path rein-
forcement, forwards the primary path reinforcement to its most preferred neighbor,
sayD. Therefore, the path travelled by the primary path reinforcement forms the
primary path to the intended sensor node. Besides forwarding the primary path
reinforcement, each node on the primary path, sayC, also initiates an alternate
path reinforcement to its next most preferred neighbor (in this example,E). Once
a node that is not on the primary path receives an alternate path reinforcement, it
forwards it to its most preferred neighbor. If the node that receives the alternate
path reinforcement is on the primary path, it simply stops the the propagation of
the alternate path reinforcement. By this means, an alternate path reinforcement
initiated at a node on the primary path provides an alternate path that routes around
the next node on the primary path but tends to rejoin the primary path later. The
multipath structure formed by this technique looks like a braid (see Fig. 3(b)).

3.2 Disjoint Paths

In many multipath routing applications, disjoint paths are more attractive due to the
independence of the paths. A number of multipath routing algorithms/protocols
have been proposed in order to find disjoint paths in MANETs/WSNs.

There are two types of disjoint paths:edge-disjointandnode-disjoint(orvertex-
disjoint). Despite the source and destination, node-disjoint paths have no node in
common, while edge-disjoint paths do not share common edges. Clearly, node-
disjoint paths are also edge-disjoint paths. From the reliability perspective, both
the nodes and the wireless links are error-prone. The node failure could be caused
by the physical node failure (e.g., physical damage or depletion of the battery) or
the heavy congestion at the node which causes packet drop due to buffer overflow.
The link failure could be caused by the breakage of the link due to the node’s
moving out of the transmission range, the media access contention, the multiuser
interference, or any interference which causes the radio signal not being correctly
decoded at the intended receiver. Both node-disjoint paths and edge-disjoint paths
help in terms of reliability. For some other applications, such as the security con-
sideration which aims to deal with compromised node problem, node-disjoint paths
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are desired.

3.2.1 Edge-disjoint Paths

Diversity injectionis one technique that has been proposed to find multiple dis-
joint paths between a single source-destination pair for on-demand routing pro-
tocols [35]. Typically, in a route discovery procedure of an on-demand routing
protocol, route query (e.g., RREQ) messages are broadcasted by every node in
the network. An intermediate node only responses to the first received RREQ and
simply discards the duplicated ones that come later. Diversity injection technique
tries to reclaim those dropped information contained in the duplicate RREQs by
recording in a temporary query cache the accumulated route information contained
in all the received RREQs. Since RREQ is only forwarded once at each node, each
RREQ received at a node travels a different path. By claiming the path information
contained at each RREQ, a node learns a diversified route information back to the
source. Then during the route reply phase, when the node receives a route reply
packet, it checks its temporary query cache and selects a different reverse path for
the reply packet. The selection of the reverse path favors the less “heard” path
so that the route reply packets bring back more diversified path information to the
source.

Split Multipath Routing(SMR) is another on-demand routing protocol aiming
to build maximally disjoint multiple routes [28]. It is source routing based. No-
tice that the propagation of the RREQs essentially builds a tree structure rooted
at the source. The dropping of the duplicate RREQs tends to have one RREQ
dominating the path finding process and when multiple route replies follow the re-
verse paths back to the source, they tends to converge when getting closer to the
source. SMR modified the propagation rule of RREQs as follows - Instead of drop-
ping every duplicate RREQs, intermediate nodes forward a duplicate packet if that
RREQ packet comes from a different link other than the link from which the first
RREQ is received, and whose hop count is not larger than that of the first received
RREQ. SMR disables route reply from intermediate nodes. Only the destination
sends out route replies. The destination replies to the first received RREQ as it is
the minimum delay paths. It then waits for a certain duration of time to receive
more RREQs and learns all possible routes and select the routes that is maximally
disjoint to the route that is already replied. The destination sends one reply to each
selected path.

Diversity injection technique and split multipath routing accumulate the path
information while propagating the route request messages. The disjointness of the
paths as well as the loop-freedom of each path is therefore not difficult to main-
tain. Ad-hoc On-demand Multipath Distance Vector Routing(AOMDV) is an on-
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demand multipath routing protocol which is based on distance vector routing and
the multiple paths are computed distributively and independently at each hop [32].
AOMDV again makes use of the information in the duplicate RREQ messages.
AOMDV propagates the RREQ messages the same way as the basic AODV - only
the first received RREQ is further rebroadcasted. For the duplicate RREQs, in-
stead of simply ignoring them, AOMDV examines the path information contained
in the message for potential alternate reverse path which preserves loop-freedom
and link-disjointness among other paths back to the source. For each new alternate
path found, the intermediate node generates a RREP message and sends it back to
the source along the reverse path if it knows a forward path that has not been used in
any previous RREPs for this RREQ. The destination node replies to every RREQ
it receives. To ensure the loop-freedom, AOMDV uses thedestination sequence
numbersthe same way as AODV to indicate the freshness of the routes. In addi-
tion, AOMDV uses the notion ofadvertised hop countto maintain multiple paths
for the same sequence number. The advertised hop count is set to the hop count
of the longest path available at the time when a node first advertises a path for the
destination. It is reset on each new sequence number and remains unchanged until
the sequence number changes. A node forms an alternate path through a neighbor
only if that neighbor has a smaller advertised hop count than the node itself. An-
other criteria for loop-freedom guarantee is that, besides the next hop information,
the route table contains the last hop information for each path. Paths have distinct
first (i.e., next) hops as well as distinct last hops are disjoint.

3.2.2 Node-disjoint Paths

Node-disjoint paths are of particular interest in many application scenarios because
the independence and resilience they provide. A number of node-disjoint path
finding algorithms have been proposed in the literature.

AODV-Multipath(AODVM) is one multipath routing protocol that aims to find
node-disjoint paths [46]. It is based on AODV. The propagation of RREQs follows
the same rule as the basic AODV except that the intermediate nodes are disallowed
to send route replies back to the source. Although not further propagated, duplicate
RREQs received at an intermediate node are processed for possible alternate path
back to the source. Every node maintains aRREQ tablewhich keeps track of all the
neighbors from which a RREQ is received and the corresponding cost (hop count)
back to the source. When a RREQ reaches the destination, a RREP message is
generated and sent back to the last hop node from which the destination receives the
RREQ. The RREP packet contains an additional fieldlast hop ID to indicate the
last hop node (i.e., the neighbor of the destination). The RREP message may not
follow the exact reverse path. In stead, an intermediate node determines which next
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hop node the RREP should be sent to based on the information saved in the RREQ
table. When an intermediate node receives a RREP, it finds from its RREQ table a
shortest path back to the source and send the RREP to the corresponding next hop
node. In AODVM, in order to ensure that a node does not participate in multiple
paths, when a node overhears its neighbor’s transmission of a RREP message, the
node deletes the entry corresponding to that neighbor in its RREQ table so that it
won’t attempt to use that neighbor for another RREP. If an intermediate node when
receiving a RREP message cannot forward it further (i.e., its RREQ table is already
empty), it generates a RDER (Route Discovery Error) message and sends it back
to the node from which it receives the RREP. The neighbor, upon receiving the
RDER message will try to forward the RREP to a different neighbor. The number
of RDERs that a particulary RREP can experience is limited so that unnecessary
endless attempts can be avoided.

A node-disjoint multipath routing protocol has been described in [13] for WSNs.
As we have mentioned in section 3.1, with the basic directed diffusion scheme, a
node is able to determine locally its most preferred neighbor in the direction of
the intended sensor node. With a primary path reinforcement message, the sink
is able to find the primary path to the node. In the proposed algorithm, once the
primary path is settled, the sink sends an alternate path reinforcement in order to
find a node-disjoint path. Different from the partially disjoint paths algorithm (i.e.,
braided multipath routing), where each node on the primary path initiates an alter-
nate path reinforcement, in order to find node-disjoint paths, only the sink initiates
the alternate path reinforcement to its next preferred neighbor. That neighbor fur-
ther propagates the alternate path reinforcement to its most preferred neighbor in
the direction of the intended sensor node. If the node that receives the alternate
path reinforcement happens to be already on the primary path, it sends anega-
tive reinforcementback to the previous node, the previous node then tries its next
preferred neighbor; otherwise the node continues the propagation of the alternate
path reinforcement to its most preferred neighbor and so on. This mechanism al-
low each alternate path reinforcement sent by the sink to find a node-disjoint path
between the sink and the intended sensor node. The mechanism can be extended
to construct multiple node disjoint paths by sending out multiple alternate path
reinforcement messages, each separated from the next by a small delay.

The multipath routing protocols proposed for our SPREAD scheme are also
node-disjoint and will be presented in the following section.
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4 The SPREAD Scheme

4.1 SPREAD Overview

The idea of SPREAD was first proposed in [22] and then was studied as a com-
plementary mechanism to enhance the secure data delivery service in a MANET
in [24] and for secure and reliable data collection service in WSNs in [26]. The
basic idea and operation of SPREAD is illustrated in Fig. 4. A secret messagem
is transformed into multiple shares,S1, S2, · · · , by secret sharing scheme, and then
delivered to the destination via multiple independent paths. Due to the salient fea-
tures of the secret sharing and the distributed fashion of the multipath delivery, the
SPREAD has been shown to be more resistent to node compromise/failure prob-
lem, namely, even a small number of paths/nodes/shares are compromised/lost, the
message as a whole is not compromised/lost.

A number of coding schemes can be used to split the traffic for multipath
routing in order to enhance reliability. Examples include the well-known Reed-
Solomon codes, the diversity coding, the multiple description coding, etc. In our
SPREAD scheme, we used the threshold secret sharing scheme for its add-on se-
curity property. A(T,N) threshold secret sharing scheme could transform a secret
into N pieces, calledsharesor shadows. The nice property of theN shares is that
form any less thanT shares one cannot learn anything about the secret, while with
an effective algorithm, one can reconstruct the system secret from anyT out ofN
shares. The generation of the shares is very simple - by evaluating a polynomial of
degree(T − 1)

f(x) = (a0 + a1x + · · ·+ aT−1x
T−1) mod p

at pointx = i to obtain thei−th share:

Si = f(i)
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wherea0, a1, a2, . . . , aT−1 are secret bits whilep is a large prime number greater
than any of the coefficients and can be made public.

According to the fundamental theorem of algebra,T values of a polynomial of
degree(T − 1) can completely determine the polynomial (i.e., all its coefficients),
while any fewer values cannot determine the polynomial (at least computation-
ally difficult). Thus, anyT shares can reconstruct the original secret bits, but any
fewer shares cannot. Efficient(O(T log2 T )) algorithms have been developed for
polynomial evaluation and interpolation [7]. Moreover, depending on the number
of paths available, the(T,N) value in our SPREAD will not be large. Even the
straightforward quadratic algorithms are fast enough for practical implementation.

A challenging job in any multipath routing approach is the efficient and effec-
tive multipath routing protocols. In [24] we proposed a multipath finding tech-
nique to find multiple node disjoint paths between a single source-destination pair.
In fact, most of the current multipath routing protocols fall into this category. In
response to the communication pattern in a WSN, we also proposed a novel N-to-
1 multipath discovery protocol [26]. Instead of finding multiple paths between a
specific source and a specific destination, the N-to-1 multipath discovery protocol
takes advantage of the flooding in a typical route discovery procedure and is able
to find multiple node-disjoint paths from every sensor nodes to the common desti-
nation (i.e., the sink node) simultaneously in one route discovery. In the rest of the
section, we introduce the two routing protocols for SPREAD.

4.2 End-to-end Multipath Routing

Most of the proposed multipath routing protocols are on-demand and they work by
broadcasting the route request messages throughout the network and then gather-
ing the replies from the destination following slightly different rules (see section
3). Although those routing protocols are able to find multiple node-disjoint paths,
the path set found directly through them are short in terms of number of paths and
might not be optimal for a particular application as the path selection is usually
based on the hop count or propagation delay, not necessary the desired property
such as the security in our SPREAD scheme. We proposed a different approach
in [24] to find multiple node-disjoint paths. Our approach has two major compo-
nents. One is the “link cache” organization we studied in [23]. The link cache can
take advantage of many multipath routing techniques, such as diversity injection,
split multipath routing, etc., as mentioned in the previous section, to help to collect
diversified path information. The other component is the multipath finding algo-
rithm that is used to find maximal number of node-disjoint paths with the desired
property. Once the paths are selected, our multipath routing protocol depends on
source routing mechanism to route the packets along the designated multiple paths.
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In DSR and other DSR-like on demand routing protocols, the route replies back
to the source contain the complete node list from the source to the destination. By
caching each of these paths separately, a “path cache” organization can be formed.
This type of cache organization has been widely used in the proposed protocols. In
stead of using the returned paths directly, we adopted a “link cache” organization
in [23] where each path returned to the source is decomposed into individual links
and represented in a unified graph data structure. We also proposed an adaptive
link lifetime prediction and stale link removal scheme to work with the link cache.
A link cache organization provides the source node a partial view of the network
topology, similar to a link-state type of routing protocol. Using such a link cache
organization allows us to further optimize the multipath selection based on other
cost metrics. Typically by reorganizing the links, more disjoint paths can be found
and paths can be selected according to some desired property, such as security or
energy consumption, besides propagation delay or hop count. In addition, with a
link cache, although we rely on an underlying routing protocol to provide a node
with a partial view of network topology, the optimization of the path set can be done
solely based on the discovered partial network topology, which is independent of
the underlying routing protocols.

For the optimal selection of paths, we proposed a security related link cost
function such that paths can be selected according to their security properties (i.e.
the probability that the path might be compromised). Assume that a node, say,
ni, is compromised with probabilityqi (a number determined from certain mea-
surements, say, from an intrusion detection device). Assume that the overhearing
does not resulting in message compromise (e.g., by link-layer encryption or direc-
tional antenna), then the probability that a path from a sources to a destinationt,
consisting of intermediate nodes,n1, n2, . . . , nl, is compromised, is given by

p = 1− (1− q1)(1− q2) · · · (1− ql).

We define the link cost betweenni andnj as

cij = − log
√

(1− qi)(1− qj),

then we have the path cost

∑
cij = − log(1− q1)(1− q2) · · · (1− ql) = − log(1− p),

hence, minimizing the path cost with link metricscij is equivalent to minimizing
the path compromise probabilityp. If we use this link metrics, then we can find
multiple paths with certain bound for path compromise probability.



Performance Optimization using Multipath Routing 21

Source

Destination

N1

N3

N5

N4

N2

T

N6

S

(a) 2 node-disjoint paths

Source

Destination

N1

N3

N5

N4

N2

T

N6

S

(b) 3 node-disjoint paths

Figure 5: Maximal Path Finding Algorithm

The next component of our end-to-end SPREAD routing protocol is a maximal
node disjoint path finding algorithm to discover maximal number of secure paths.
The maximal path finding algorithm is an iterative procedure. The most secure path
is found first and added to the path set. In each iteration, the number of paths in
the set is augmented by one. Details of the algorithm can be find in [24]. Basically
each time a new path is added to the selected path set, a graph transformation
is performed, which involves a vertex splitting of the nodes on the selected paths
(except the source and destination node). Then, the modified Dijsktra algorithm [4]
is executed to find the most secure path in the transformed graph. Then, the split
nodes are transformed back to the original one, any interlacing edges are erased,
and the remaining edges are grouped to form the new path set. This approach
has the advantage that it can find maximal node-disjoint paths, which is solely
determined by the topology. The order of the selected path does not affect the final
number of paths found. As an example shown in Fig. 5, after finding the first two
node-disjoint paths, the algorithm is able to regroup the links and form a path set
consisting of 3 paths instead of 2.

4.3 N-to-1 Multipath Routing

While end-to-end connections are the most common communication pattern in
many networks, a typical task of a WSN is the data collection where the base sta-
tion broadcasts the request for the data of interest and every sensor node (or nodes
that have the data of interest) sends its readings back to the base station. There-
fore, a routing protocol that is able to efficiently disseminate information from the
sink node to the many sensor nodes and find paths from each of the many sen-
sor nodes back to the common sink becomes more desirable in a WSN. For this
purpose, Berkeley’s TinyOS sensor platform utilizes a flooding-based beaconing
protocol [20]. The base station periodically broadcasts a route update. Each sensor
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Figure 6: N-to-1 Multipath Routing

node when receiving the update for the first time rebroadcasts the update and marks
the node from which it receives the update as its parent. The algorithm continues
recursively till every node in the network has rebroadcasted the update once and
finds its parent. What follows is that all the nodes forward the packets it received
or generated to its parent until the packets reach the base station.

As illustrated in Fig. 6(a), the beaconing protocol essentially constructs a
breadth first spanning tree rooted at a base station. It finds every sensor node a
single path back to the base station efficiently, however reliability and also security
suffer from the single path routing. The failure of a single node or link will disrupt
the data flow from the node itself and all its children. Similarly, the compromise of
a single node will cause the information leakage from the node and all its children.
In [26] we extend our SPREAD idea into the data collection service in WSNs and
present a multipath discovery algorithm that is able to find multiple node-disjoint
paths from every sensor node to the base station efficiently. Then each sensor node
can follow the SPREAD idea - splitting the data into multiple shares and routing
them to the sink node using the multiple node-disjoint paths.

The proposed multipath discovery algorithm consists of two phases. The mech-
anism used in phase one, termedbranch aware flooding, takes advantage of the
simple flooding technique. Without introducing additional routing messages, the
mechanism is able to find a certain number of node-disjoint paths, depending on
the density of the network topology.

The general idea of the branch aware flooding is as follows. A simple flooding
such as the beaconing protocol essentially constructs a breadth first spanning tree
rooted at a base station. The route update initialized at the base station is first
propagated to the immediate neighbors of the base station, e.g., nodesa, b, c, and
d as shown in Fig. 6(b). Then from each of the immediate neighbors, it will be
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further propagated and each forms a branch of the tree. The number of branches the
tree has depends on the number of immediate neighbors the base station has (e.g.,
4 branches in the example where different branches are distinguished by different
colors). The maximum number of node-disjoint paths from any node to the base
station is thus bounded by the number of the immediate neighbors of the base
station. Notice that while each node has aprimary (in most cases also the shortest)
path to the base station by following its tree links up, a link between two nodes that
belong to two different branches provides each node an alternate disjoint path to
the base station through the other. For example, as shown in Fig. 6(b), while node
w has the primary path(w − r − l − g − d − Sink) back to the base station, it
learns another alternate path(w − v − q − k − e− a− Sink) from nodev which
is not in the same branch asw whenw overhearsv’s broadcast.

Since each node needs to broadcast the route update message once anyway,
the branch aware flooding is able to find a certain number of node-disjoint paths
without any additional routing messages. However the limitation of this method
is that it only finds disjoint paths at the nodes where there are direct links to other
branches. In the same example, notice that ifw further propagates the disjoint
paths it learned to its parent or siblings/cousins (but not necessary the children),
its parent or siblings/cousins might learn a new disjoint path as well. For example,
noder has the primary path(r − l − g − d − Sink). If it hears a disjoint path
(w − v − q − k − e− a− Sink) from w and it does not yet know a path through
brancha, it learns a new disjoint path(r−w−v−q−k−e−a−Sink). Therefore,
in order to maximize the number of disjoint paths each node may have, a second
phase of the multipath routing algorithm is designed which is to further propagate
the disjoint paths found in the first phase. The tradeoff of the second phase is that
it finds more disjoint paths with additional routing messages. Details of the N-to-1
multipath routing protocol can be found in [26].

4.4 SPREAD Summary

Multipath routing has been a promising technique in MANEETs and WSNs to deal
with the unreliable data communications. It is also a feasible technique due to the
dense deployment of nodes in the MANETs/WSNs. SPREAD is an innovative
scheme which combines the multipath routing and the secret sharing techniques
to address both reliability and security issues. The end-to-end SPREAD scheme
adopts the concurrent multiapth routing and provides more secure data transmis-
sion when messages are transmitted across the insecure network. A certain amount
of redundancy can be added without affecting security through the optimal share
allocations onto each selected path (see [24] for details on optimal share allocation
schemes). The N-to-1 SPREAD scheme distinguishes from all previous work in
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that the mulitpath discovery protocol is receiver-initiated (in contrast to the com-
mon source-initiated route discovery) and the protocol is efficient in that it finds
multipath from every sensor node to the base station simultaneously in one route
discovery procedure, which fits the special communication pattern (i.e., multiple
senders to a single receiver) in the WSN very well. For the data delivery, the N-to-
1 SPREAD adopts concurrent multipath routing which spread traffic onto multiple
disjoint paths simultaneously between the sensor node and the sink. In addition,
taking advantage of the multiple paths available at each node, it also adopts the per-
hop multipath packet salvaging technique which uses the multipath alternately and
helps to improve the reliability of each packet delivery/path significantly. By the
combination of the two, the overall scheme improves both security and reliability
with none or very little information redundancy.

A few remarks are necessary here. First, the SPREAD scheme considers the se-
curity and reliability when messages are transmitted across the network, assuming
the source and destination are trusted. It improves the security and reliability of the
end-to-end message delivery in the sense that it is resilient to a certain number of
compromised/faulty nodes but it does not improve the security of each individual
node. Secondly, the SPREAD scheme cannot address the security, i.e., confiden-
tiality, alone, it only statistically enhances such service. For example, it is still
possible for adversaries to compromise all the shares, e.g. by collusion. Finally,
the SPREAD can be made adaptive in the sense that the source node could make
final decision whether a message is delivered at certain time instance according to
the security level and the availability of multiple paths. Moreover, the chosen set
of multiple paths may be changed from time to time to avoid any potential capture
of those multiple shares by adversaries.

5 Conclusion

Multipath routing has been a promising technique in MANETs and WSNs. It has
been shown through both theoretical analysis and simulation results that multi-
path routing provides many performance benefits, including the improved fault
tolerance, security, and reliability, improved routing efficiency and reduced routing
overhead, more balanced traffic load and energy consumption, reduced end-to-end
latency and aggregated network bandwidth, etc. Significant research efforts have
been made and are continuously being made in developing multipath routing pro-
tocols and multipath packet forwarding techniques in order to achieve the above-
mentioned performance gains effectively and efficiently. Nevertheless, many issues
that directly related to the application of the multipath routing remain untouched,
such as the integration of the multipath routing into the current single path rout-



Performance Optimization using Multipath Routing 25

ing paradigm, the synchronization of the packets among the multiple paths, and
the interfaces of the multipath routing protocols to other layers of protocol in the
network protocol stack, etc.

Due to the space limitations, we are only able to introduce the basic concept of
multipath routing, highlight the fundamental techniques used to find the multiple
paths, and outline the essential idea what and why it can help in the performance.
For detailed algorithms/protocols as well as the performance evaluations, interested
readers are referred to respective publications.
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