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Abstract—We study the problem of multipath routing for double
description (DD) video in wireless ad hoc networks. We follow an
application-centric cross-layer approach and formulate an optimal
routing problem that minimizes the application layer video distor-
tion. We show that the optimization problem has a highly complex
objective function and an exact analytic solution is not obtainable.
However, we find that a meta-heuristic approach such as genetic
algorithms (GAs) is eminently effective in addressing this type of
complex cross-layer optimization problems. We provide a detailed
solution procedure for the GA-based approach. Simulation results
demonstrate the superior performance of the GA-based approach
versus several other approaches. Our efforts in this work provide
an important methodology for addressing complex cross-layer op-
timization problems, particularly those involved in the application
and network layers.

Index Terms—Ad hoc networks, cross-layer design, metaheuris-
tics, multipath routing, multiple description video, optimization.

I. INTRODUCTION

WIRELESS ad hoc networks are characterized by the
absence of traditional infrastructural support (e.g., base

stations). As a result, information exchange among mobile
nodes is achieved through multi-hop wireless communications.
As progress in wireless ad hoc networking continues, there is
an increasing expectation on enabling content-rich multimedia
communications in such networks, due to the fact that real-time
multimedia (e.g., live video) is far more substantive than simple
data communications. However, at present, there are significant
technical barriers that hinder the widespread deployment of
multimedia applications in wireless ad hoc networks. In fact,
what makes traditional single stream coding and layered coding
successful in the Internet and certain wireless networks is the
existence of a relatively stable path during the video session.
Consequently, packet loss on important information (e.g., base
layer) is kept low, and can be effectively handled by error
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control and concealment mechanisms. This is important since,
for layered video, the successful reconstruction of video relies
on the base layer, and the decoding of enhancement layers
hinges upon lower enhancement layers as well as upon the base
layer. However, this situation hardly holds true in wireless ad
hoc networks, where there may not exist any single reliable
path and packet loss may be beyond the recovery capability of
most error control mechanisms.

Recently, multiple description (MD) coding has become a
popular coding technique for media streaming [1]. With MD
coding, multiple equivalent streams (or descriptions) are gener-
ated for a video source, such that any received subset of these
streams can be used to reconstruct the original video, yielding
a quality commensurate with the number of received descrip-
tions. It has been recognized that MD coding matches perfectly
with the wireless ad hoc network environment for multimedia
applications [2]. This is because the topology of such networks
is intrinsically mesh, within which multiple paths exist between
any source and destination pair. Although the paths in such net-
works are fragile (i.e., will not remain reliable for an extended
period of time), as long as the link/node failure events on dif-
ferent paths are not entirely correlated, the probability of con-
current loss of all of the descriptions will be low. Therefore,
MD coding will remain effective, with improved video quality
as more descriptions are received.

Several researchers have proposed to use MD coding with
multipath routing for multimedia transport [2]–[5]. These in-
teresting works have successfully demonstrated the efficacy of
using MD with multipath routing, assuming that the set of paths
is given a priori. However, the difficult problem of finding best
paths for the descriptions has not been adequately addressed. In
a recent work [6], Begen et al. studied the problem of multipath
selection for double description (DD) video in the context of
Internet overlay networks. The path selection problem is, how-
ever, solved via an exhaustive search.

In this paper, we study the problem of multipath routing for
DD video in wireless ad hoc networks. We follow a cross-layer
approach in problem formulation by considering the application
layer performance (i.e., average video distortion) as a function
of network layer performance metrics (e.g., bandwidth, loss,
and path correlation). We show that the objective function is a
complex ratio of high-order exponentials which is nondecom-
posable. Consequently, it would be futile to develop a tractable
analytic solution. However, we find that a metaheuristic tech-
nique such as genetic algorithms (GAs) [7] is eminently suit-
able in addressing such type of complex cross-layer optimiza-
tion problems. This is because GAs possess an intrinsic capa-
bility of handling a population of solutions (rather than working

1520-9210/$20.00 © 2006 IEEE



1064 IEEE TRANSACTIONS ON MULTIMEDIA, VOL. 8, NO. 5, OCTOBER 2006

with a single current solution during each iteration). Such capa-
bility gives GAs the unique strength of identifying promising
regions in the search space (not necessarily convex) and having
less of a tendency to be trapped in a local optimum, as compared
with other trajectory-based metaheuristics (e.g., simulated an-
nealing (SA) and tabu search (TS) [8]). Using numerical results,
we show that significant performance gains can be achieved by
the GA-based approach over trajectory-based approaches. In
order to examine the quality of GA solutions, as well as set-
ting its termination conditions, we develop a simple but tight
lower bound on video distortion, which has similar computa-
tional complexity as Dijkstra’s algorithm. Finally, we show that
the GA-based multipath routing can be incorporated into many
existing distributed ad hoc network routing protocols (e.g., [9],
[10]), particularly the class of proactive protocols. As an ex-
ample, we present a distributed implementation based on the
Optimized Link State Routing Protocol (OLSR) [10].

The remainder of this paper is organized as follows. In Sec-
tion II, we formulate a cross-layer optimization problem for
DD video over multiple paths in ad hoc networks. Section III
presents a lower bound for video distribution. In Section IV,
we describe our GA-based approach and numerical results are
presented in Section V. Section VI describes a distributed im-
plementation of the proposed approach. Section VII discusses
related work, and Section VII concludes this paper.

II. PROBLEM DESCRIPTION

An ad hoc network can be modeled as a stochastic directed
graph , where is the set of vertices and the set
of edges. We assume that nodes are reliable during the video
session, but links may fail with certain probabilities. Accurate
and computationally efficient characterization of an end-to-end
path in a wireless ad hoc network with consideration of mo-
bility, interference, and the time-varying wireless channels is
extremely difficult and remains an open problem. As an initial
step, we focus on the network layer characteristics in this paper,
assuming that the physical and MAC layer dynamics of wireless
links are translated into network layer parameters. For example,
we could characterize a link by

• : the available bandwidth of link . We assume
that the impact of other traffic sessions are accounted for
through the link available bandwidth;

• : the probability that link is “up”;
• : average burst length for packet losses on link .
In practice, these parameters can be measured by every node,

and distributed throughout the network using Link State Adver-
tisements (LSA) [10]. We focus on the bandwidth and failure
probabilities of a path, since these two are key characteristics
for data transmission, as well as the most important factors that
determine video distortion [see (2)]. Other link characteristics,
such as delay, jitter, congestion, and signal strength could be in-
corporated into this framework as well (e.g., see [11]). Table I
lists the notation used in this paper.

A. Rate-Distortion Regions for DD Coding

Throughout this paper, we use double-description coding for
MD video. We consider double-description video since it is
most widely used in practice [2]–[6]. In general, using more

TABLE I
NOTATION

descriptions and paths will increase the robustness to packet
losses and path failures. However, more descriptions may in-
crease the video bit rate for the same video quality. The study
in [12] demonstrates that the most significant performance gain
is achieved when the number of descriptions increases from one
to two, with only marginal improvements achieved for further
increases in number of descriptions.

For video coding and communications, a distortion rate
model describes the relationship between the achieved dis-
tortion and the bit rate (i.e., the quality and the length of the
representation). For two descriptions (each generated for a
sequence of video frames), let be the achieved distortion
when only Description is received, , 2, and the
distortion when both descriptions are received. Let denote
the rate in bits/pixel of Description , , 2. The rate-dis-
tortion region for a memoryless i.i.d. Gaussian source with the
square error distortion measure was first introduced in [13].
For computational efficiency, Alasti et al. in [14] introduce the
following distortion-rate function for studying the impact of
congestion on DD coding (also used in this paper).

(1)

where is the variance of the source. Let be the probability
of receiving both descriptions, the probability of receiving
Description 1 only, the probability of receiving Description
2 only, and the probability of losing both descriptions. Then,
the average distortion of the received video can be approximated
as

(2)
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Fig. 1. Link and path models. (a) The Gilbert two-state link model; (b) a simplified path model for double-description video.

Finding the rate distortion region for MD video is still an
open research problem [1]. The MD region is well understood
only for memoryless Gaussian sources with squared-error dis-
tortion measure, which bounds the MD region for any contin-
uous-valued memoryless source with the same distortion mea-
sure. Although there are several empirical models used in the
literature, these models are dependent on the specific video se-
quence, and the model parameters are determined by using re-
gression techniques [4], [6]. Therefore, these models are not en-
tirely suitable for our cross-layer routing algorithm, which is not
specific to a particular stored video or MD coding technique.
More importantly, we believe that such a model should be ro-
bust and effective for live video. Our simulation results show
that although the distortion-rate function in (1) is an approxi-
mation for DD video, significant improvement in received video
quality could be achieved over alternative approaches by incor-
porating (2) into the optimal routing problem formulation (see
Section V). It is also worth noting that our formulation does not
depend on any specific distortion-rate function. A more accurate
distortion-rate function for MD video could be easily incorpo-
rated into our formulation should it be available in the future.

B. Description Rates and Success Probabilities

As a first step to formulate the problem of optimal multipath
routing, we need to know how to compute the average distortion

as a function of link statistics for a given pair of paths. That
is, we need to compute the end-to-end bandwidth (or rate) for
each stream and joint probabilities of receiving the descriptions
(see (1) and (2)).

For a source-destination pair , consider two given paths
in . Since we do not mandate “disjointedness”

in routing, and may share nodes and links. Similar to the
approach in [4] and [6], we classify the links along the two paths
into three sets: set one consisting of links shared by both paths,
denoted as , and the other two sets consisting of dis-
joint links on the two paths, denoted as , ,2, respec-
tively. Then, the minimum bandwidth of , , is

if
otherwise.

The rates of the two video streams, and , can be computed
as

if
otherwise

(3)

where , , and is a constant
determined by the video format and frame rate. For a video with
coding rate frames/s and a resolution of pixels/frame,
we have , where is a constant determined
by the chroma sub-sampling scheme. For the quarter common
intermediate format (QCIF) [176 144 Y pixels/frame, 88
72 Cb/Cr pixels/frame], we have and

. The first line in (3) is for the case when the joint
links are not the bottleneck of the paths. The second line of (3)
is for the case where one of the joint links is the bottleneck of
both paths. In the latter case, we assign the bandwidth to the
paths by splitting the bandwidth of the shared bottleneck link in
proportion to the mean success probabilities of the two paths,
while an alternative approach is to split the bandwidth evenly
for balanced descriptions.

We now focus on how to compute the end-to-end success
probabilities. For disjoint portion of the paths, it suffices to
model the packet loss as a Bernoulli event, since losses of the
two descriptions are assumed to be independent in the disjoint
portions. Therefore, the success probabilities on the disjoint
portions of the two paths are

if
otherwise, .

(4)

On the joint portion of the paths, losses on the two streams
are correlated. In order to model such correlation, we model
each shared link as an on–off process modulated by a
discrete-time Markov chain, as shown in Fig. 1(a). With this
model, there is no packet loss when the link is in the “up” state;
all packets are dropped when the link is in the “down” state.
Transition probabilities, , can be computed from the
link statistics as and .

If there are shared links, the aggregate failure process
of these links is a Markov process with states. In order to
simplify the computation, we follow the well-known Fritchman
model [15] in modeling the aggregate process as an on-off
process. Since a packet is successfully delivered on the joint
portion if and only if all joint links are in the “up” state, we
can lump up all the states with at least one link failure into a
single “down” state, while using the remaining state where all
the links are in good condition as the “up” state. Let be the
average length of the “up” period. We have

(5)
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If the joint link set is not empty, the probability of a successful
delivery on the joint links can be written as

if
otherwise.

(6)

Finally, the transition probabilities of the aggregate on–off
process are

(7)

Note that and if . The consoli-
dated path model is illustrated in Fig. 1(b), where is
modeled as a two-state Markov process with parameters ,
and is modeled as a Bernoulli process with parameter

, ,2.
With the consolidated path model, the joint probabilities of

receiving the descriptions are

(8)

C. The Optimal Multipath Routing Problem

With the above preliminaries, we now set out to formulate
the multipath routing problem for MD video. To characterize
any path , we define the following binary variables:

if
otherwise.

(9)

With these variables, an arbitrary path can be represented
by a vector of elements, each of which corresponds to
a link and has a binary value. We can formulate the problem of
multipath routing for MD video (OPT-MM) as follows.

OPT-MM

(10)

(11)

(12)

(13)

(14)

Fig. 2. The two solutions have the same set of links. The only difference be-
tween them is that a link is shared in x̂ (theK-th shared link), but not shared in
�x (a copy of which is appended to each of the disjoint portions). (a) Solution x̂;
(b) solution �x.

In Problem OPT-MM, are binary optimization vari-
ables. Constraints (11) and (12) guarantee that the paths are
loop-free, while constraint (13) guarantees the links are stable.
For a given pair of paths, the average video distortion is de-
termined by the end-to-end statistics and the correlation of the
paths, as given in (1), (3), and (8). Different statistics of a given
pair of path have different impact on the received video distor-
tion. Specifically, for larger end-to-end bandwidth, the video
rate is be higher and there is less distortion due to the lossy
coder (i.e., , , and are all decreasing functions of the de-
scription rates). With a lower end-to-end loss rate, fewer video
frames will be corrupted. This is modeled in (10), where is
usually much larger than , , and , and is usually larger
than , ,2. Finally, the impact of path correlation is ac-
tually considered in the derivation of the joint probabilities of
receiving the description. In Problem OPT-MM, all the three
elements are integrated in the objective function (10), and are
jointly optimized in routing.

The objective function (10) is a highly complex ratio of high-
order exponentials of the -variables. The objective evaluation
of a pair of paths involves identifying the joint and disjoint por-
tions, which is only possible when both paths are completely
determined [or can be conditioned on the exceedingly complex
products of the binary factors and with and

]. In [16], Sherali et al. considered a problem that seeks
a pair of disjoint paths in a network such that the total travel
time over the paths is minimized, where the travel time on a link
might be either a constant, or a nondecreasing (or unstructured)
function of the time spent on the previous links traversed. Even
for a simple special case where all the links except one have
a constant travel time (and hence linear objective terms), this
problem is shown to be NP-hard. Our problem has much more
complex relationships pertaining to the contribution of each in-
dividual link to the objective function, which depends in general
on the other links that are included in a fashion that has no par-
ticular structural property such as convexity. Hence, it is likely
to be NP-hard as well. However, we leave a rigorous proof of
this NP-hardness to a separate paper.

III. A LOWER BOUND FOR DISTORTION

Before describing our GA-based approach, we first construct
a lower bound on the achievable video distortion. Such a bound
will be useful in evaluating the performance of a heuristic algo-
rithm, as well as serving as a reference for setting termination
conditions for iterative algorithms.
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Fig. 3. A procedure to construct a lower bounding solution x .

We find that the average video distortion possesses the fol-
lowing monotonicity properties.

M1: is nonincreasing with , ,2.
M2: For two completely disjoint paths, is nonincreasing
with , ,2.
M3: Consider the two solutions and shown in Fig. 2.
Assume i) the two solutions provide the same description
rates (i.e., the th shared link is not the bottleneck link of
the two paths); and ii) the on–off failure process of the th
shared link is random or bursty, i.e., . Then

.
Properties M1 and M2 are derived from the fact that the first

derivatives of with regard to the description rates and
are all less than or equal to zero. The assumption in Property
M3 relates to the covariance of two consecutive failure events,
denoted as and , on link :

(15)

If , two successive failures (or losing both de-
scriptions sent back to back on this link) are positively corre-
lated, i.e., the failure process is bursty, which, we argue, is not
atypical in wireless ad hoc networks. When , two
successive failures are un-correlated, corresponding to random
packet losses. When , the successive failures are
negatively correlated (called sub-bursty), which should be rare
in wireless ad hoc networks. In Fig. 2, if the th shared link
has bursty or random losses, then yields a distortion no higher
than . The proof for Property M3 is presented in Appendix I.

We are now ready to construct a simple but tight lower bound
on the average video distortion. Algorithm ALG-LB in Fig. 3 is
such an algorithm. In Fig. 3, ALG-LB first determines the op-
timal end-to-end bandwidth and the optimal end-to-end suc-
cess probability . It then constructs two virtual paths, which
yield a distortion lower bound. Since we are interested in a lower
bound, the corresponding physical paths are not necessarily fea-
sible. In ALG-LB, can be found using, e.g., the algorithm in
[17] with time complexity , where is
the iterated logarithm function; can be found by setting link
costs to , , and then applying Dijkstra’s
algorithm to find the path having the minimum cost. The time
complexity of finding is .

Proposition 1: The distortion constructed by
ALG-LB is a lower bound for distortion defined in (10).

A proof of Proposition 1 is given in Appendix I-B. Although
we show that dominates all disjoint and joint feasible solu-
tions, it does not necessarily imply that the optimal paths are al-
ways disjoint. The two optimal paths may share a “good” link in
order to avoid the use of low quality links. Furthermore,
becomes an exact bound, i.e., , if is real-
izable. We will illustrate the tightness of this lower bound in
Section V.

IV. A METAHEURISTIC APPROACH

Although the lower bound offered by ALG-LB provides a
good estimate for , it does not yield a pair of feasible paths.
In this section, we present a solution procedure that produces a
pair of feasible and near-optimal paths.

We find that GAs [7] are eminently suitable for addressing
this type of complex combinatorial problems, most of which are
multimodal and nonconvex. GAs are population-based meta-
heuristic inspired by the survival-of-the-fittest principle. It has
the intrinsic strength of dealing with a set of solutions (i.e., a
population) at each step, rather than working with a single, cur-
rent solution. At each iteration, a number of genetic operators
are applied to the individuals of the current population in order
to generate individuals for the next generation. In particular,
GA uses genetic operators known as crossover to recombine
two or more individuals to produce new individuals, and mu-
tation to achieve a randomized self-adaptation of individuals.
The driving force in GA is the selection of individuals based on
their fitness (in the form of an objective function) for the next
generation. The survival-of-the-fittest principle ensures that the
overall quality of the population improves as the algorithm pro-
gresses from one generation to the next.

Fig. 4 displays the flow chart for our GA-based approach to
the MD multipath routing problem. In what follows, we use an
example ad hoc network shown in Fig. 5(a) to illustrate the com-
ponents in our GA-based approach. The termination condition
in Fig. 4 could be based on the total number of iterations (gener-
ations), maximum computing time, a threshold of desired video
distortion, or a threshold based on the lower bound described in
Section III.

1) Solution Representation and Initialization: In GAs, a fea-
sible solution is encoded in the genetic format. For a routing
problem, a natural encoding scheme would be to define a node
as a gene. Then, an end-to-end path, consisting of an ordered
sequence of nodes (connected by the corresponding wireless
links), can be represented as a chromosome [18]. For Problem
OPT-MM, each feasible solution consists of a pair of paths (i.e.,
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Fig. 4. Flow chart of the GA-based approach.

Fig. 5. Example network and coding of an individual (s = 1 and t = 9). (a)
Example ad hoc network; (b) example individual.

a pair of chromosomes), denoted as . An individual in
this case is a pair of vectors containing the nodes on paths
and [see, e.g., Fig. 5(b)].

Before entering the main loop in Fig. 4, we need to gen-
erate an initial population, i.e., a set of solutions. A simple ap-
proach would be to generate this set of solutions by randomly
appending feasible elements (i.e., nodes with connectivity) to a
partial solution. Under this approach, each construction process
starts with source node . Then, the process randomly chooses a
link incident to the current end-node of the partial path and ap-
pends the link with its corresponding head-node to augment the
path, until destination node is reached. It is important to ensure
that the intermediate partial path is loop-free during the process.
After generating a certain set of paths for independently,
a population of individuals can be constructed by pairing paths
from this set. Our numerical results show that a properly-de-
signed GA is not very sensitive to the quality of the individuals
in the initial population.

2) Evaluation: The fitness function of an individual,
, is closely tied to the objective function (i.e., dis-

tortion ). Since the objective is to minimize the average dis-
tortion function , we have adopted a fitness function defined
as the inverse of the distortion value, i.e., . This
simple fitness definition appears to work very well, although we
intend to explore other fitness definitions in our future effort.

3) Selection: During this operation, GA selects individuals
that have a better chance or potential to produce “good” off-
spring in terms of their fitness values. By virtue of the selection
operation, “good” genes among the population are more likely
to be passed to the future generations. We use the so called Tour-
nament selection [7] scheme, which randomly chooses indi-
viduals from the population each time, and then selects the best
of these individuals in terms of their fitness values. By re-
peating either procedure multiple times, a new population can
be selected.

4) Crossover: Crossover mimics the genetic mechanism of
reproduction in the natural world, in which genes from parents

Fig. 6. Example of the crossover operation.

are recombined and passed to offspring. The decision of whether
or not to perform a crossover operation is determined by the
crossover rate .

Fig. 6 illustrates one possible crossover implementation. Sup-
pose that we have two parent individuals and

. We could randomly pick one path in and one
in , say and . If one or more common nodes exist in
these two chosen paths, we could select the first such common
node that exists in , say , where , and we
can then concatenate nodes from with nodes

in (where denotes the next downstream
node of in ) to produce a new path . Likewise, using the
first such node in that repeats in (which may be dif-
ferent from ), we can concatenate the nodes from

with the nodes in to produce a new path
. It is important that we check the new paths to be sure that

they are loop-free. The two offspring generated in this manner
are and . On the other hand, if and are
disjoint, we could swap with to produce two new off-
spring and .

5) Mutation: The objective of the mutation operation is to
diversify the genes of the current population, which helps pre-
vent the solution from being trapped in a local optimum. Just
as some malicious mutations could happen in the natural world,
mutation in GA may produce individuals that have worse fitness
values. In such cases, some “filtering” operation is needed (e.g.,
the selection operation) to reject such “bad” genes and to drive
GA toward optimality.

Mutation is performed on an individual with probability
(called the mutation rate). For better performance, we propose
a schedule to vary the mutation rate within over
iterations (rather than using a fixed ). The mutation rate is first
initialized to ; then as generation number increases, the
mutation rate gradually decreases to , i.e.,

(16)

where is the maximum number of generations. Our re-
sults show that varying the mutation rates over generations sig-
nificantly improves the online performance of the GA-based
routing scheme. In essence, such schedule of is similar to the
cooling schedule used in SA, and yields better convergence per-
formance for Problem OPT-MM.

Fig. 7 illustrates a simple example of the mutation operation.
In this example, we could implement mutation as follows. First,
we choose a path , or 2, with equal probabilities.
Then, we can randomly pick an integer value in the interval
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Fig. 7. Example of the mutation operation.

, where is the cardinality of , and let the
partial path be , where is the -th node along

. Finally, we can use any constructive approach to build a
partial path from to , denoted as , which does not repeat
any node in other than . If no such alternative segment
exists between and , we keep the path intact; otherwise, a
new path can now be created by concatenating the two partial
paths as .

V. SIMULATION RESULTS

In this section, we present our simulation studies on multi-
media-centric routing. In each experiment, we generate a wire-
less ad hoc network topology by placing a number of nodes at
random locations in a rectangular region, where connectivity
is determined by the distance coverage of each node’s trans-
mitter. The area is adjusted for networks with different numbers
of nodes in order to achieve an appropriate node density to pro-
vide a connected network. The source destination nodes and
are uniformly chosen from the nodes.

A comprehensive simulation would require accurate models
for the entire protocol stack, as well as accurate and efficient
link statistic measurement schemes, which remains an area of
active research [19], [20]. In order to simplify the simulations,
we focus on the network layer and application layer models.
For every link, the failure probability is uniformly chosen from
[0.01, 0.3]; the available bandwidth is uniformly chosen from
[100, 400] Kb/s, with 50 Kb/s steps; the mean burst length is
uniformly chosen from [2], [6]. A DD video codec is imple-
mented and used in the simulations. A practical distributed im-
plementation architecture of the proposed scheme is presented
in Section VI.

We set the GA’s parameters as follows: the population size
is 15; ; is varied from 0.3 to 0.1 using the schedule
described in Section IV; is set to 1, since it does not affect
path selection decisions. The GA is terminated after a predefined
number of generations or after a prespecified computation time
elapsed. The best individual found by the GA is prescribed as
the solution to Problem OPT-MM.

A. Optimality of GA Solutions

One important performance concern is the quality of the GA
solutions. As discussed, due to the complex nature of Problem
OPT-MM, a closed-form optimal solution is not obtainable.
However, for small networks, an optimal solution may be
numerically obtained via an exhaustive search and can be used
to compare with the proposed GA-based solutions.

Table II shows the optimal distortion values found by GA
(each is the average of 30 runs) and by exhaustive search for
two 10-node and two 15-node networks. We find that the solu-
tions found by GA are very close to the global optimum in all
cases. In addition, the standard deviation of the 30 GA results
for the same network is negligibly small, indicating negligible

TABLE II
COMPARISON OF THE AVERAGE DISTORTIONS OBTAINED BY THE

GA-BASED ROUTING AND EXHAUSTIVE SEARCH

confidence intervals. The average computational time for GA is
0.29 s for the 10-node network (about 60 generations) and 0.39
s for the 15-node network (about 70 generations) on a Pentium
4 2.4 GHz computer (512 MB memory) with MATLAB 6.5. For
exhaustive search, the average computational time is 58.7 s for
the 10-node case and 1877 s for the 15-node case.

We also compute the lower bound using ALG-LB for each of
the networks. The results are given in the last row of Table II. We
observe that the lower bounds are within 8% to 16% percentile
of the global optimum.

B. Comparison With Trajectory Methods

For comparison purposes, we implemented simulated an-
nealing (SA) and tabu search (TS), both of which have been
used in solving certain networking problems. We used the
geometric cooling schedule for the SA implementation with a
decay coefficient [21]. For the TS implementation,
we choose a tabu list of five for small networks and ten for
large networks [22].

In Fig. 8, we plot the evolution of distortion values obtained
by GA, SA, and TS for a 10-node network and a 50-node net-
work, respectively. All the three metaheuristics are terminated
after running for 1 s. Upon termination, GA has evolved 210
generations in Fig. 8(a) and 75 generations in Fig. 8(b); SA ran
for 1500 iterations in Fig. 8(a) and 700 iterations in Fig. 8(b);
TS ran for 1050 iterations in Fig. 8(a) and 550 generations in
Fig. 8(b). GA has fewer number of iterations than SA and TS,
due to its higher computational complexity (see Section VI-B).
For both networks, the best distortion values found by GA are
evidently much better than those by SA or TS. In Fig. 8(a), GA
quickly converges to the global optimal, while both SA and TS
are trapped at local optima (i.e., no further decrease in distortion
value after hundreds of iterations). The same trend can be ob-
served in the 50-node network case shown in Fig. 8(b), although
the global optimum is not obtainable here.

An interesting observation from Fig. 8 is that for GA, the
biggest improvement in distortion is achieved in the initial it-
erations, while the improvement gets smaller as GA evolves
more generations. The initial population is generated using the
random construction method discussed in Section IV-A, with no
consideration on video performance. The initial solutions usu-
ally have high distortion values. The distortion value quickly
drops over iterations, indicating that the GA performance is not
very sensitive to the quality of the initial population. Also note
that the SA and TS curves increase at some time instances [e.g,
the TS curve at 0.06 s in Fig. 8(a) and the SA curve at 0.08 s
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Fig. 8. Comparison of distortion evolution of three metaheuristic methods.
(a) Distortion evolution for a 10-node network; (b) distortion evolution for a
50-node network.

in Fig. 8(b)], which implies that a nonimproving solution is ac-
cepted in order to escape from local minima.

We also plot the lower bounds derived using ALG-LB in the
figures, which are quite tight in both cases. In addition to pro-
viding much better solutions, another strength of GA over tra-
jectory methods is that multiple “good” solutions can be found
after a single run. Such extra good paths can be used as alterna-
tive (or backup) paths if needed.

C. Comparison With Network-Centric Approaches

In this section, we compare our GA approach with network-
centric routing approaches. Although there are many alternative
approaches, we implement two popular network-centric multi-
path routing algorithms, namely -shortest path (SP) routing
(with or 2-SP) [23] and disjoint path routing, Disjoint
Pathset Selection Protocol (DPSP) [24]. Our 2-SP implemen-
tation uses hop count as routing metric such that two shortest
paths are found. In our DPSP implementation, we set the link
costs to , for all , such that two disjoint
paths having the highest end-to-end success probabilities are
found. We compare the performance of our GA-based multi-
path routing with these two algorithms over a 50-node ad hoc
network using a video clip.

There are many ways to generate MD video (see [1] for an
excellent survey). We choose a time-domain partitioning coding

TABLE III
COMPARISON OF GA AND NETWORK-CENTRIC ROUTING

scheme, where two descriptions are generated by separating
the even and odd-numbered frames and coding them sepa-
rately. This simple time-domain partitioning method is widely
used in many video streaming studies [2], [4]–[6]. Compared
with a traditional single description coder, this coder has a
comparable computational complexity. Its coding efficiency is
slightly lower than a single description coder, due to the fact
that a longer motion prediction distance is used. However, this
reduced coding efficiency is well justified by the resulting en-
hanced error resilience. We use an H.263+ like codec. Since our
approach is quite general, we conjecture that the same trend in
performance would be observed for other video codecs, such as
H.264 or MPEG-2 or MPEG-4. The QCIF sequence “Foreman”
(400 frames) is encoded at 15 fps for each description. A 10%
macroblock level intra-refreshment is used. Each Group of
Blocks (GOB) is carried in a different packet. The received
descriptions are decoded and PSNR values of the reconstructed
frames computed. When a GOB is corrupted, the decoder
applies a simple error concealment scheme by copying from
the corresponding slice in the most recent, correctly received
frame.

The quality of the paths found by the three algorithms are
presented in Table III. The 2-SP algorithm has the worst perfor-
mance in terms of path success probabilities. The DPSP algo-
rithm has an improved success probability performance since it
uses link success probabilities in routing. However, it may sac-
rifice path bandwidth while pursuing low loss paths. As a result,
it produces the lowest end-to-end bandwidths. We observe that
our GA-based routing yields paths with much higher end-to-end
success probabilities and end-to-end bandwidths, resulting in
greatly improved video quality.

The PSNR curves of the received video frames are plotted
in Fig. 9. We observe that the PSNR curve obtained by GA is
well above those obtained by the aforementioned network-cen-
tric routing approaches. Using GA, the improvements in average
PSNR value over 2-SP and DPSP are 6.29 dB and 4.06 dB,
respectively. We also experiment with an improved 2-SP algo-
rithm which also uses link success probabilities as link metric
(as in DPSP). In this case, our GA-based routing achieves a 1.27
dB improvement over this enhanced 2-SP version, which is still
significant in terms of visual video quality.

An inherent issue of transmitting video over multiple paths
is that when the paths are unbalanced, e.g., either in bandwidth
or in loss characteristics, the streams may have different qual-
ities. When interlaced and displayed, such unbalanced streams
may cause large variations in frame quality and yield low sub-
jective quality (although a high objective quality, e.g., average
PSNR, may always be achieved). In Problem OPT-MM, due to
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Fig. 9. PSNR curves of received video sequences. (a) GA-based algorithm
versus 2-SP; (b) GA-based algorithm versus DPSP.

the symmetry in (1), our GA-based routing attempts to find a
balanced pair of paths while minimizing . For example, the
two paths found by GA as in Table III have similar success
probabilities and exactly the same bandwidth, resulting in rela-
tively balanced descriptions. In the case when the descriptions
are highly unbalanced, the problem can be further alleviated by
using an advanced MD coder that is capable of producing de-
scriptions with unbalanced rates (but with relatively equal qual-
ities) or by striping packets of the descriptions across multiple
paths to make losses of the descriptions relatively even.

VI. DISTRIBUTED IMPLEMENTATION

In addition to a centralized version of the GA-based multipath
routing, we also consider how to develop an effective distributed
implementation for practical systems. Our approach is to imple-
ment our cross-layer routing algorithms by incorporating some
proven ideas from existing network layer ad hoc routing algo-
rithms.

A. A Distributed Implementation Architecture

We believe that the GA-based routing is most suitable to be
implemented within the proactive ad hoc routing paradigm. Our
choice is motivated by the following two important and practical
considerations. First, it is necessary to make quick routing de-
cisions whenever a new MD video request arrives. The readily
available route information under a proactive paradigm is well
suited for this purpose. Second, for many applications (e.g.,

Fig. 10. Distributed implementation architecture for the GA-based multipath
routing.

search and rescue), it is highly desirable to maintain an accu-
rate network topology and link state information at an ad hoc
node for administrative purposes.

At the core of distributed implementation are efficient means
to build and maintain network topology and link statistics
databases at each node. To this end, we find that the class of
link state routing protocols, such as the Optimized Link State
Routing protocol (OLSR) [10] and Topology Dissemination
Based on Reverse-Path Forwarding (TBRPF) [25], are very
suitable for this purpose. Fig. 10 depicts an implementation
architecture of the proposed GA-based multipath routing at
an ad hoc node. This implementation works in a completely
distributed manner, and thus does not depend on any central
entity in the network. We briefly describe the operations of its
key modules.

1) Neighbor Discovery and Link Quality Measurement:
Each node should detect its neighbor nodes to which a wire-
less link exists. This can be accomplished by periodically
broadcasting HELLO messages containing information about
neighbors and their link status to its one-hop neighbors.
Each node continuously measures the link metrics, such as
bandwidth, loss rate, and delay. Note that the measurements
should be smoothed with a time window, rather than using
instantaneous values. Several effective algorithms for such
measurements (e.g., those proposed in [19]) can be used for
this purpose.

2) Link State Updates: As with other link state routing proto-
cols, our implementation also periodically broadcasts link state
advertisements (LSA) to the entire network to distribute net-
work topology information and link statistics. In order to reduce
the control traffic overhead, we can use the MultiPoint Relay
(MPR) technique [10] to minimize the flooding of control mes-
sages. It has been shown that MPR can effectively suppress con-
trol traffic overhead. Furthermore, the denser and larger a net-
work is, the more reduction can be achieved [10].

3) Link State Database: Network topology and link statistics
learnt from received LSAs are pooled in a link state database.
Each link item (along with its corresponding metrics) is asso-
ciated with a sequence number, which is set to the sequence
number of the LSA message from which this link item was
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learned. Therefore, a stale item will be overwritten by a fresher
item, making the link state database consistent and up-to-date.

4) GA-Based Multipath Routing: We can then apply the
GA-based multipath routing to compute a set of routes from this
node to other nodes in the network, as discussed in the previous
sections. When the paths are computed, the next question is
how to establish the paths for a video session. This could be
done with source routing, within which each data packet carries
the entire path in the packet header [9]. Alternatively, a tech-
nique such as soft flow states [26] can be used. With soft flow
states, only the first packet contains the full path information.
As the first packet travels from source to destination, the flow
state mechanism allows each intermediate node to record the
address of the next hop along this source route. Subsequent
packets from the same flow may then be forwarded along the
same route without the need to carry the same source routing
information in the packet. Such per-flow state will be refreshed
by a new packet belonging to the same flow, and will expire
after a timeout period.

During the video session, the receiver keeps on monitoring
the received video quality. As the network topology changes
(e.g., due to mobility), the received video quality may fall below
a threshold. Upon detecting such events, the receiver will notify
the sender (via feedback, e.g, RTCP’s Receiver Reports) and the
sender will start the routing algorithm to find new paths.

B. Performance Issues

A practical consideration for the GA-based approach is com-
putational complexity. Since GA evolves a population of so-
lutions, it has higher computational complexity than trajectory
methods or network-centric multipath routing schemes. We con-
jecture that such complexity should not be an issue for most ad
hoc networks with laptop nodes or even workstation nodes (e.g.,
carried in military vehicles), and wireless mesh networks where
the wireless routers are usually computationally powerful and
plugged in power outlets [27]. Our numerical results show that
a properly designed GA can compute very good routes for ad
hoc networks with small and moderate sizes (e.g., 50 nodes as
in Fig. 8) in several hundred milliseconds, which are fast enough
for practical uses. Furthermore, our numerical results show that
with GA, the greatest improvement in fitness value is achieved
after a small number of generations, and the improvement gets
much smaller after these initial generations (see Fig. 8). There-
fore, there is a tradeoff between solution optimality and com-
putation time. For a delay-sensitive real-time application (or
low-end devices), GA can compute a set of “good” routes very
quickly, and the application can use these “good” routes after a
very small delay. As GA continues to evolve, the routes used by
the application can be updated with newly computed better set
of routes for enhanced performance.

It is also worth noting that the general framework presented
in the paper could be adapted to support various applications.
For example, for stored video, the description rates are fixed. As
a result, , and in (10) will be constants. For live video,
the encoder could also fixes its encoding rates, and routing could

be performed with the fixed rates in order to reduce complexity.
These are all application-specific options.

VII. RELATED WORK

Multipath routing has been an active research area over
the years. Various algorithms have been proposed to compute

-shortest paths [23], node- or link-disjoint paths [16], [24], or
braided multiple paths [28]. Given multiple paths, traffic pro-
portioning schemes are also designed to disperse traffic to the
paths for an increased end-to-end throughput, load balancing,
and fast failure recovery [29]. In the area of wireless ad hoc
networks, many existing routing protocols are multipath-ca-
pable. However, most of these multipath routing algorithms
are network-centric: they do not explicitly address application
layer performance issues from a cross-layer perspective, as
illustrated in Section V.

The problem of multipath routing for video has recently been
explored in [4], [6]. Several MD surrogate selection algorithms
were presented in [4], which provide guidelines on selecting
MD video servers in a content delivery network. Although MD
servers are selected such that video distortion is minimized, the
problem of finding the optimal routes to the servers has not been
explicitly addressed in this work. In [6], Begen et al. studied
the multipath routing problem in the context of overlay net-
works, where path selection is formulated as an optimization
problem that minimizes video distortion. However, the formu-
lated problem is actually solved by an exhaustive search over
the exponential solution space.

The potential of GA in addressing networking problems
has been recognized in recent years. For example, GA has
been explored to address various networking problems such
as routing [18], [30], [31], admission control [32], channel
assignment [33], network design [34], scheduling [35] and
buffer management [36]. These efforts have made the important
step in exploring the potential of GA for network optimization.
The research in this paper builds upon these efforts and aims to
address the more complex cross-layer optimization problem,
which requires not only knowledge at the network layer, but
also a deep understanding at the application layer in order
to fully exploit the design and optimization space across the
layers.

VIII. CONCLUSIONS

In this paper, we investigated the problem of optimal multi-
path routing for MD video. We found that a GA-based approach
is eminently suitable to address such optimal routing problems,
which involve complex objective functions and exponential so-
lution spaces. We consequently designed a GA-based algorithm
to address this multipath routing problem and found that this ap-
proach provides near-optimal results. We also developed a tight
lower bound for distortion, which can be used to evaluate the
performance of a GA-based solution as well as to establish its
termination criteria. Although a GA-based approach is a cen-
tralized algorithm in nature, we showed that it is amenable for
distributed implementation. Currently, we are developing a mul-
tipath video testbed to implement and demonstrate these ideas.
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APPENDIX I
PROOFS

A. Proof of Property M3

For solution in Fig. 2(a), let there be joint
links with parameters , . Let
and . Then we can derive the difference in the two
distortion values as

according to the “bursty” assumption in Property M3.

B. Proof of Proposition 1

The formation of the optimal solution could
conform with one of the following two cases.

Case I: is comprised of a pair of disjoint paths. From the
construction procedure, offers higher description rates
than , since is optimal over all feasible paths. In addi-
tion, offers higher end-to-end success probabilities for
the descriptions than , since is optimal over all fea-
sible paths. Then, we have that according
to properties M1 and M2.
Case II: is comprised of a pair of joint paths. Assume

and share links. Firstly, we construct a virtual
solution , by i) appending a copy of each
shared link to the disjoint portions of the two paths; and
ii) removing link from the shared portion, .
That is, the resulting has the same set of links as ,

, but is completely disjoint with . As a result,
may not be feasible; an example of such construction

operation is shown in Fig. 2.
Secondly, we observe that the constructed solution can pro-

vide a pair of description rates no lower than , since the
links originally shared by the two descriptions are now used ex-
clusively by each description. By applying Property M3 itera-
tively for times, we have that .

Thirdly, from ALG-LB, we have that ,
(recall that is the end-to-end bandwidth of path ). There-
fore, dominates the constructed in terms of end-to-end
bandwidths (i.e., , ). Similarly, we can
also show that dominates in terms of end-to-end success
probabilities (i.e., , ). According to prop-
erties M1 and M2, we have that .

Finally, we have that .
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