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Motivation
• Hop-by-hop admission control approach

• Maintain per-flow or class-based QoS states at core routers
• Perform local admission control and resource reservation
• Maintain consistency of soft QoS states among all core 

routers
• High communication overhead, less scalability, 

complicated design of core routers

• Path-oriented admission control approach
• Relive core routers of QoS functions
• Scale to both per-flow and class-based guaranteed services
• Enable sophisticated QoS provisioning and admission 

control
• No or minimal configuration of core routers



Virtual Time Reference System

• A core stateless framework
• A unifying scheduling framework

• Core routers only perform forwarding and scheduling
• Three logic components

• Packet state (on packet)
• Edge traffic conditioning (edge)
• Virtual time reference/update mechanism (core)

• Characterize per-hop behavior and end-to-end 
delay bound



Virtual Time Reference System



System Overview



Dynamic packet state
• State types:

• Carried in packet header, initialized and inserted 
at edge, referenced (scheduling module) and 
updated (forwarding module) at core.
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Edge Traffic Conditioning

• Regulate packets injection rate not exceeding 
reserved rate
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Edge Traffic Conditioning



Virtual Time Reference/Update 
• Per-hop behavior
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Virtual Time Reference System
• Suppose total h hops, of which q hop are rate-based 

scheduler, and h-q hops are delay-based schedulers. The 
traffic profile of flow j is ( sj, rj, Pj, Lj,max ).
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Bandwidth Broker Architecture



QoS State Information Bases

• Flow information base
• Flow id
• Traffic profile: ( σj, ρj, Pj, Lj,max )
• Service profile: Dj,req

• QoS reservation: ( r,d )

• Node QoS state information base
• Bandwidth, buffer capacity, scheduler type, error term

• Path QoS state information base
• Hop number, sum of error terms and propagation delays, minimal 

residual bandwidth along the path



VTRS
BB

e2e delay bound
QoS state info. bases

Admission control module

Whether there is a feasible rate or not,
with which 

delay requirement 
is less than or equals to 

e2e delay bound



Admission Control

• For per-flow guaranteed services
• Pure rate-based schedulers
• Mixed rate- and delay-based schedulers
• Scalability?

• Dynamic flow aggregation
• For class-based guaranteed services

• Pure rate-based schedulers
• Mixed rate- and delay-based schedulers



Per-flow: Path with Only Rate-based Schedulers 
• Parameters
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• Fundamental inequalities

• Feasible rate range derivation

• The flow is admissible if the feasible rate range is 
non-empty, dv is not necessary to be determined.

• The admissibility test can be done in O(1)

Per-flow: Path with Only Rate-based Schedulers
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• Fundamental inequalities

Per-flow: Path with Mixed Rate- and Delay-based Schedulers
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• Efficient algorithm :

• Time complexity

Per-flow: Path with Mixed Rate- and Delay-based Schedulers
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Class-based Guaranteed Service Model
• Enhance the scalability of proposed BB architecture
• Service Model

• Dynamic flow aggregation has not been identified 
nor addressed



Dynamic Flow Aggregation (1/5)
• Impact on e2e delay ( macroflow α � α’ )

• All rate-based schedulers
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• Edge delay bound
• Contingency bandwidth : to eliminate the lingering delay 

effect of the backlog packets
• A new microflow v aggregates or de-aggregates, the 

contingency bandwidth is ∆rv, and the contingency 
period is τv. 

• ∆rv and τv are chosen to bound the edge delay as

Dynamic Flow Aggregation (2/5)
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• Edge delay bound
• The microflow v is with ( σv, ρv, Pv, Lv,max ).
• Sufficient conditions on ∆rv and τv :

Dynamic Flow Aggregation (3/5)
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• Core delay bound

Dynamic Flow Aggregation (4/5)
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• Admission control: Microflow join

Dynamic Flow Aggregation (5/5)
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Simulation Investigation



Comparison



Mean Reserved Bandwidth



Flow Blocking Rate



Conclusion

• Present a novel BB architecture based on VTRS
• Decouple the QoS control plane from data plane
• Propose path-oriented admission control approach
• Support per-flow and class-based guaranteed services
• No or minimal configuration of core routers



Future Works

• Distributed bandwidth broker architecture
• Inter-Domain QoS reservation and service 

level agreement


