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Abstract - This paper presents a formal study on the 
optimal bandwidth partitioning for multi-rate video 
broadcasting in a broadband wireless network. The 
formulation is generic in that it considers both inter-session 
and intra-session bandwidth partitions for layering as well as 
stream replication based broadcasting. It also takes into 
account the most fundamental issues associated with video 
transmission including encoding overhead, non-linear 
relationship between the receiver perceived video quality 
and the delivered bandwidth, as well as intra-session and 
inter-session fairness. Specifically, we consider the 
bandwidth-constrained case with channelized allocation. We 
show that there exist polynomial time algorithms for both 
inter-session and intra-session partitioning problems. 
 
Keywords –  Broadcasting, Multi-rate video 

I. INTRODUCTION 

With the rapid development and deployment of broadband 
networks, real-time video distribution is emerging as one of 
the most important networked applications [1]. The multi-
user nature of video programs makes broadcasting a natural 
choice for delivering video content to a large population of 
receivers. It is efficiently supported by the physical 
infrastructure of wireless networks, and minimizes the 
redundancy introduced by using multiple unicast 
connections. However, it is envisioned that users with 
different wireless access enabled platforms, such as cellular 
phones, PDAs and laptop computers, will be able to easily 
access various video services in the near future [1]. Hence, a 
distinctive feature of a video distribution system is that the 
receivers (users) in a session 1 are highly heterogeneous in 
terms of their access bandwidths and processing capabilities. 
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1 A broadcast session consists of a video program and the receivers 
that are interested in this video. 

A single broadcasting rate is unlikely to satisfy the dynamic 
and heterogeneous requirements from different receivers, in 
that it might overwhelm the slow receivers and starve the 
fast ones [3].  

It is therefore desirable to use multi-rate transmission, in 
which the receivers in the same broadcast session can 
receive video streams at different bandwidths [2,3]. The 
intrinsic scalability of video content makes multi-rate coding 
and transmission possible. There are two typical multi-rate 
transmission schemes: stream replication [3,8] and 
cumulative layering [2,3]. In stream replication, a source 
maintains a small number of video streams. Each stream 
carries the same video content but is encoded at different 
rates, targeting receivers with different bandwidths [8]. In 
cumulative layering, a raw video is compressed into a 
number of layers. The layer with the highest importance, 
called base layer, contains the data representing the most 
important features of the video, while additional layers, 
called enhancement layers, contain data that progressively 
refine the reconstructed video quality. A receiver can 
subscribe to a selected number of layers that best match its 
bandwidth and processing capability.   

Note that a receiver cannot partially subscribe to a stream or 
a layer. Moreover, existing systems usually assume the 
video stream structure, i.e., the number of streams or layers, 
as well as the bandwidth of each stream or layer, is 
predetermined by the coding algorithm. Usually, in a 
practical system, only a small number of streams or layers 
are generated to keep the redundancy of replicating or the 
overhead of layering at a low level. Thus the adaptation 
granularity on the receiver’s side is considerably coarse 
which causes mismatches between a receiver’s expected 
bandwidth and the actually delivered video bandwidth. In 
addition, video programs are of different interest. Some 
‘hot’ programs attract much more receivers than others [6]. 
When considering the overall system utilization, it is clearly 
inefficient to use the same coding structure for all the 
sessions.  

There two possible methods to reduce this bandwidth 
mismatch. The first is to use a large number of layers or 

0-7803-7589-0/02/$17.00 ©2002 IEEE PIMRC 2002



streams where the bandwidth of each one is relatively 
narrow. However, since layering introduces extra overheads 
for both coding and transport, and replication creates 
redundancy, the benefits from the improved granularity 
could be contradicted. Therefore, it is necessary to strike a 
balance between the adaptation granularity and overheads, 
or essentially, to choice an optimal number of layers or 
streams for a given bandwidth budget. The second is to 
adaptively allocate the bandwidth among layers or streams 
according to the receivers’ expected bandwidth distribution 
so that the average mismatch is minimized. Evidently this is 
well justified in a typical broadcast environment, in which 
the bandwidths of the receivers in a session usually follow 
some clustered distribution because they use standard access 
interfaces. Therefore, if the layer or stream rates can be 
dynamically adjusted to match these clusters, the expected 
mismatch for a session can be reduced. In addition, in a 
bandwidth-limited network, it is desirable to allocate 
different bandwidth and employ different layering structures 
to the sessions according to their popularity so that the 
expected mismatch for the whole system can be minimized.  

There are, however, two pre-requirements associated with 
the dynamic structure adjustment. First, the video coder 
should have a flexible layering structure. Second, the sender 
should know the global state of the receivers. We note that, 
in the coding area, several layered video encoders with 
flexible layering structures have been developed recently [5]. 
In such coders, both the bandwidth of a layer and the 
number of layers can be dynamically manipulated with fast 
responsiveness. There are also fast transcoding algorithms 
for stream replication presented in the literature [13]. 
Moreover, the fast and low-cost operations for layer stream 
setup and termination have been supported in advanced 
video streaming standards, such as the MPEG-4 Delivery 
Multimedia Integration Framework (DIMF). Many scalable 
feedback algorithms have also been presented in the 
networking area [11]. It is a fact that a scalable feedback 
loop, such as RTCP, has been embedded in many streaming 
video systems. 

In this paper, we present a multi-granular end-to-end 
adaptation framework for layered video transmission. In this 
framework, both the sender and the receivers perform 
adaptation. A receiver’s adaptation is at a layer or stream 
level and based on its individual bandwidth expectation, 
which is relatively simple and thus suitable for low-
capability devices. The key component in the framework is 
the sender-based adaptation system, which jointly optimizes 
the number of layers or streams and the bandwidth for each 
layer or stream, as well as the bandwidth for each session. 
The allocation is based on the global status, specifically, the 
distributions of receiver’s bandwidth and their interested 
videos.  

Note that, for a bandwidth-constrained network, the 
bandwidth allocation for multiple layers or streams is 
essentially to partition a given bandwidth budget to a given 

number of parts. In this paper, we refer to this problem as 
the optimal partitioning problem for multi-rate video 
broadcasting, and present a formal study on it. Specifically, 
we formulate the optimal bandwidth partitioning problem of 
multi-session multi-rate video broadcasting for both the 
stream replication and the cumulative layering schemes, 
with the objective of maximizing some given revenue 
functions. We also show that the partitioning problem can 
be solved in polynomial time for the channelized 
partitioning case, such as wireless networks.  

The rest of the paper is organized as follow. In section II, we 
give an overview of the framework. Sections III and IV 
formulate the optimal partitioning problem for layered 
broadcasting and replication based broadcasting, 
respectively, and present efficient allocation algorithms. We 
conclude the paper in Section V. 

II. FRAMEWORK OVERVIEW 

A.  The Adaptation Framework 

In our framework, a set of video programs are 
simultaneously broadcasted in a broadcast-enabled network, 
such as a wireless LAN. A central server allocates 
bandwidth among sessions as well as layers or streams 
within a session. A receiver interested in a particular video 
program can subscribe to the appropriate stream or layers 
that best match its bandwidth and processing capability. It 
cannot subscribe to a fraction of a stream or a layer. The 
basic bandwidth allocation unit is a channel, which can be a 
fixed transmission unit, such as a time slot in TDMA 
systems or a frequency in FDMA systems [1], or a logical 
allocation unit, such as the logical channel in WCDMA [1]. 
A video layer or stream can occupy multiple channels. In the 
following of this paper, we use the number of channels as 
the bandwidth measure, and use channel allocation and 
bandwidth allocation interchangeably. 

This model can be formally characterized by a 4-tuple, 
),,,( , sts WMPN . Here, N is the total number of available 

channels in the network; P is the total number of video 
programs (also the number of sessions). Each program has 
an index in [1,..,P]; tsM , is the number of receivers with 

expected bandwidth t in session s; and sW is a revenue 
function of video s.  

B.  Objective Functions  

In the context of broadcast or multicast, the commonly used 
optimization objective for content distribution is to 
maximize certain revenue function(s) [3,7,8]. This function 
maps the service received into some performance level 
delivered to the end user. However, the exact form of the 
revenue function is still an open research topic, and is really 
depends on the encoding and transmission algorithms and, 
more important, the design objective of the system. Rather 
than choose a specific function, claim that it accurately 



represents the truth about application revenue, and optimize 
it accordingly, our objective is to extract the essential 
properties of the revenue functions, e.g., the parameters they 
depend on and their most common behaviors with different 
parameter settings, and to devise optimization algorithms 
only rely on these essential properties.  

We note that, in the literature, the widely used revenue 
functions can be classified into two categories: 

1. Absolute revenue. Usually used to characterize the 
throughput of the system. For example, the bandwidth 
actually delivered to a receiver.  

2. Relative revenue. Usually used to characterize the 
receivers’ satisfaction. For example, the fairness function [8], 
which is define as the bandwidth delivered to a receiver over 
its expected bandwidth.  

Note that, in the context of video transmission, the delivered 
bandwidth and the perceived video quality exhibit a 
somewhat non-linear relation [5,7]. Therefore, a mapping 
from the bandwidth measure to the corresponding video 
quality measure should also be performed. This mapping 
depends on the video coding algorithm and the transmission 
bandwidth. It is also affected by the overhead of layering. In 
generally, the more the layers are generated for a target 
bandwidth, the higher the overhead incurred.   

In conclusion, given a layered coding algorithm, a general 
revenue function for a receiver in session s is a function of 
its expected video quality and the video quality delivered to 
it, which further depends on: t, its expected bandwidth, b, its 
actually received bandwidth, and l, the number of layers 
generated for this bandwidth. Hence, the function can be 
denoted as ),,( lbtWs . According to the basic properties of 
practical layered video coders, the revenue function should 
satisfy: 1) '' ),,,(),,( bblbtWlbtW ss <≤ . That is, for two 
allocations, if a receiver subscribes to the same number of 
layers, then the allocation with a higher cumulative 
bandwidth to this layer delivers a higher revenue. 2) 

'' ),,,(),,( lllbtWlbtW ss >≤ . That is, for two allocations, 
if the bandwidths delivered to a receiver are the same, then 
the allocation with a smaller number of layers for this 
bandwidth delivers a higher revenue.  

The revenue function for stream replication scheme can be 
viewed as a special case of layered coding with l=1. For 
simplicity, we denote it as ),( btWs

2. 

                                                           
2  Note that there is extra bandwidth consumption for 

control such as packet and stream identifications. However, 
they are either fixed or depend on the transmission 
bandwidth or the number of layers; thus can be easily 
incorporated into the revenue function. 

III. THE CHANNELIZED PARTITIONG PROBLEM 

In this section, we first consider the problem of bandwidth 
partition for layered broadcasting. Let sR

r
denote the channel 

partition for multi-rate video program s, 
),...,,(

,2,1, slssss rrrR =
r

, where sl is the total number of layers 

of this partition, and isr ,  is the cumulative bandwidth up to 

layer i. A valid sR
r

 should satisfy: 1) 0>sl ; 2) 
Nrrr

slsss ≤<<<< ,2,1, ,...,0 . 

For receiver adaptation, we consider a generic case that a 
receiver tries to subscribe to the best-matching layers to 
maximize its individual revenue [2,3,7,8]. Assume a 
receiver with bandwidth t joins session s, the best-matching 
video stream bandwidth is given by rRt

sRrtrs r

r

∈≤
=

,
max),(α , and 

the corresponding index of the highest layer is 
)},({arg),( , sis

i
s RtrRt

rr
αβ == . The receiver should 

subscribe to layers 1,2,… , ),( sRt
r

β , and its revenue is thus 

given by )],(),,(,[ sss RtRttW
rr

βα . 

In our model, receiver adaptation is trivial given the one hop 
nature. Thus, we focus on sender adaptation, i.e., channel 
allocation at the server’s side. Note that, given a specific 
allocation, there could be mismatches between receivers’ 
expected bandwidths and the received bandwidths as the 
adaptation unit at the receiver’s side is a layer. To minimize 
these mismatches, a centralized algorithm attempts to 
partition the available channels among different sessions as 
well as among layers within a session. The input of the 
algorithm is the system state, ),,,( , sts WMPN , and the 

output is the maximum total revenue *U of all the receivers 
in the network, together with the corresponding partitions, 

PsRs ,...,2,1, =
r

. This yields not only the bandwidth 
allocation for each layer ( isr , ), but also the number of layers 

( sl ) required, and the bandwidth for each session (
slsr , ).  

The optimal partitioning problem for layered broadcasting is 
formally stated as follows:  

(OPT-PARTITION-LYR) 

 Maximize  ∑∑
=

=
P

s

T

t
sssts

s

RtRttWMU
1

, )],(),,(,[
rr

βα ,

     Subject to   ,,...,2,1, validis PsRs =
r

 

                        ∑ ≤
P

s
ls

Nr
s, . 



Here, tT
tsMs 0,

max
>

= ; that is, the maximum bandwidth of the 

receivers in session s.  

The basic framework of stream replication based 
broadcasting is similar to that of layered broadcasting. The 
difference is that, in the channel partition vector 

),...,,(
,2,1, slssss rrrR =

r
,  sl is the total number of streams and 

isr ,  is the bandwidth of stream i. Without loss of generality, 

we assume that Nrrr
slsss ≤<<<< ,2,1, ,...,0 . A receiver 

with bandwidth t should subscribe to stream ),( sRt
r

β , and 

its revenue is thus given by )],(,[ ss RttW
r

α . 

The optimal partitioning problem in this case is formally 
stated as follows:  

IV. OPTIMAL PARTITIONGING ALGORITHMS 

Note that the number of valid allocations is finite and the 
revenue functions are well defined for each valid allocation. 
Hence, there exist optimal solutions for problems OPT-
PARTITION-LYR or OPT-PARTITION-REP.  

Assume the revenue of session s, Us(n), is the total revenue 
of all the receivers in the session, when n  channels are 
allocated to this session, and the maximum session revenue, 

)(ˆ nU s , is the maximum of Us(n). We 

have ∑
=

∑ ≤
=

=
P

s
ssNn

nUU P

s
s 1

* )(ˆmax
1

, which implies that the 

partitioning problems can be solved by two steps. First, 
optimal intra-session partitioning that optimally partitions 
channels for the layers in a session for any possible channel 
budget of this session; Second, optimal inter-session 
partitioning that optimally partitions channels among 
sessions for a total channel budget of the network. We next 
briefly describe the allocation algorithms and present their 
time complexities.  

 

 

 

A. Intra-Session Partitioning  for Layered Broadcasting 

In the cumulative layering case, the sub-problem of optimal 
intra-session partitioning for session s, given sn  channels 
assigned to this session, is stated as follows: 

We have devised an iterative algorithm to solve this problem. 
Note that, it is useless to allocate more than sT channels to 
session s in the cumulative layering case. Let 

∑
=

==
=

s

lss

T

t
ssstsmrll

tRtRtWMlm
1

,,
)],(),,(,[max),(

,

rr
βασ , l=1,2,… , 

sT  , and m=1,2,… , sT .  That is, the optimal session revenue 
when totally l layers are generated and the cumulative 
bandwidth up to layer l is m. The solution to problem 

snsLYRINTRA ,− is clearly given by ),(max
1,1

lm
ss nmnl
σ

≤≤≤≤
. The 

iterative algorithm calculates ),( lmσ  from a boundary 
condition where l=1, and in each iteration, one more layer is 
added. Since the subscription policy is cumulative, only the 
receivers that can subscribe to the previous layer have the 
potential of subscribing to the current layer; the algorithm 
thus can find local optimal solution for each l and finally 
obtain the global solution. Note that, after Ts iterations, 
problems

snsLYRINTRA ,− , ns=1,2,… ,Ts, all can be solved 
because all the values of ),( lmσ  are available, and in the 
worst case, the time complexity is bounded by ])[( 4

sTO .  

B.  Inter-Session Partitioning for Layered Broadcasting 

The sub-problem of optimal inter-session allocation is stated 
as follows: 

Let ,)(ˆmax),(
1

1

∑
==∑

=

=

p

s
ss

nn

nUpn
p

s
s

τ  n=1,2,… ,N, and p=1,2,… ,P. 

That is, the maximum total revenue of sessions 1, 2, … , p, 

(OPT-PARTITION-REP)  

       Maximize  ∑∑
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t

s
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P
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when totally n channels are allocated to these sessions. The 
solution to problem INTER-LYR is clearly given by 

),(max
1

Pn
Nn

τ
≤≤

. We have devised an iterative algorithm to 

calculate ),( pnτ . The algorithm starts from p=1, i.e., only 
session 1 is considered. In each iteration, one more session 
is added, and all possible bandwidth allocations (from 1 to 

sT ) to this session are checked. This can be done in time 
O(Ts) because the session’s revenue is independent of other 
sessions. The time complexity of this iterative algorithm is 
bounded )( TNPO ⋅⋅ , where sPs

TT
≤≤

=
1
max . 

C. Stream Replication Case 

The partitioning problem for the stream replication case can 
also be solved the decomposition mechanism. The sub-
problem of optimal intra-session allocation for session s, 
given the number of channels assigned to this session, 

]..1[ Nn s ∈ , is stated as follows: 

This problem can be solved by an iterative algorithm with 
time complexity ])([ 2

sTNO . Note that, once the optimal 
session revenue are obtained, the optimal inter-session 
allocation for stream replication is similar to that of layered 
broadcasting, except that the maximum bandwidth allocated 
to a session is not bounded by sT , but by N. As a result, its 
time complexity is )( 2PNO . 

V.  CONCLUSION 

This paper presents a formal study on the optimal bandwidth 
partitioning for multi-rate video broadcasting in a broadband 
wireless network. The formulation is generic in that it 
considers both inter-session and intra-session bandwidth 
partitions. It also takes into account the most fundamental 
issues associated with video transmission including 
encoding overhead, non-linear relationship between the 
receiver perceived video quality and the delivered 
bandwidth, as well as intra-session and inter-session fairness. 

It is worth pointing out that the mechanism we discuss and 
analyze in this paper is independent of the actual transport 
network. For networks that can allocation bandwidth in a 
continuous manner, the formulation and solutions presented 
this paper remain valid by some minor modifications. 
Specifically, note that, a practical video coder has only a 

finite set of admissible quantizers; therefore, there are only a 
finite number of possible rates for any given source. These 
discrete outputs can be used to emulate the channelized 
allocation. Therefore, our framework is generally applicable 
to other systems that are broadcast- or multicast-capable, 
and can provide reasonably fast responses.  
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