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Abstract—Wireless sensor networks are becoming increasingly important in recent years due to their ability to detect and convey real-

time, in-situ information for many civilian and military applications. A fundamental challenge for such networks lies in energy constraint,

which poses a performance limit on the achievable network lifetime. We consider a two-tier wireless sensor network and address the

network lifetime problem for upper-tier aggregation and forwarding nodes (AFNs). Existing flow routing solutions proposed for

maximizing network lifetime require AFNs to split flows to different paths during transmission, which we call multisession flow routing

solutions. If an AFN is equipped with a single transmitter/receiver pair, a multisession flow routing solution requires a packet-level

power control at the AFN so as to conserve energy, which calls for considerable overhead in synchronization among the AFNs. In this

paper, we show that it is possible to achieve the same optimal network lifetime by power control on a much larger timescale with the so-

called single-session flow routing solutions, under which the packet-level power control and, thus, strict requirement on

synchronization are not necessary. We also show how to perform optimal single-session flow routing when the bit-rate of composite

flows generated by AFNs is time-varying, as long as the average bit-rate can be estimated.

Index Terms—Sensor networks, network lifetime, energy constraint, power control, flow routing.
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1 INTRODUCTION

WIRELESS sensor networks have recently found many
new applications that will have significant impact

throughout our society. In this paper, we consider a two-tier
wireless sensor network that can be deployed for various
sensing applications. This type of sensor network consists of
a number of sensor clusters and a base-station. Each cluster is
deployed around a strategic location and consists of a
number of wireless microsensor nodes (MSNs) and one
aggregation and forwarding node (AFN). Each MSN is able
to capture and transmit data to an AFN that performs in-
network information processing by aggregating all corre-
lated data received in the same cluster (also known as data
fusion). The AFN then sends the composite flow to the base-
station through single or multihop data transmission.

One of the most important performance measures for

wireless sensor networks is network lifetime. For a two-tier

wireless sensor network considered in this paper, whenever

an AFN runs out of energy, the sensing capability for that

cluster is completely lost from the viewpoint of the base-

station. Therefore, the most stringent definition of network

lifetime would be the time until any AFN fails due to

depletion of energy. Since the lifetime of each individual

AFN heavily depends on its energy consumption behavior
and the majority of power consumption at an AFN is due to
its radio communication, it is essential to devise strategies
that can minimize radio-related power consumption at
AFNs. One promising approach to maximizing network
lifetime is to control the output power level of radio
transmitters. Since the output power level of a radio
transmitter directly affects its coverage, it is important to
utilize the relay capability among AFNs to forward
composite flows. This offers an opportunity to dynamically
control the output power level of AFNs, so that different
network routing topologies can be formed and network
lifetime can be extended.

This paper investigates optimal network flow routing

among upper-tier AFNs with dynamic power control at

AFNs, so that network lifetime can be maximized. Existing

solutions to this problem, obtained under linear program-

ming (LP) (see, e.g., [8]), require each AFN to split data

flows to multiple paths during transmission, which we call

multisession flow routing solutions. With this approach, when

an AFN is equipped with a single transmitter/receiver pair,

it is necessary for the AFN to perform power control at

packet-level to conserve energy, which calls for stringent

requirement in synchronization among the AFNs. Although

synchronization techniques are available (see, e.g., [13], [14],

[22], [37]), all these methods rely on exchanging time-

stamped messages between two (or more) nodes to

compute the relative drift and offset between the node

clocks. To guarantee packet-level power control between a

transmitter and a receiver, the synchronization requirement

is stringent and will bring in considerable overhead.
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A naive alternative is to have each AFN be equipped
with multiple transmitters, each of them corresponding to
an outgoing flow. Since the number of concurrent flows
from an AFN is in the order of OðNÞ, where N is the
number of total AFNs, this approach is clearly not scalable.

In this paper, we explore a completely different approach,
which we call single-session flow routing solutions, where no
flow splitting is allowed. We are interested in achieving the
same optimal network lifetime by having each AFN perform
power control and topology change on a much larger time
scale than the per-packet level, as in existing solutions. As a
result, the synchronization requirement is extremely low
and its overhead is negligible when compared to packet-
level multisession flow routing solutions.

In addition to reducing the synchronization requirement,
the single-session flow routing solution developed in this
paper suits perfectly well when directional antennas are
employed by AFNs. Directional antennas have significant
advantages over omni-directional antennas in terms of
minimizing communication interference and reducing
power consumption. In this paper, we lay the theoretical
foundation that, under omni-directional antennas, a single-
session flow routing solution can achieve the same
maximum network lifetime as that with a multisession
flow routing solution. Consequently, this result implies
that, under directional antennas (where single-session flow
routing solution is necessary in many cases), many folds of
network lifetime improvement can be achieved.

The goal of this investigation is to develop single-session
flow routing solutions, where routing topologies are
relatively static and are adjusted (via power control) on a
large timescale, so that the network lifetime can be
maximized. To achieve this objective, we first show that
an optimal multisession solution obtained through the LP
approach (e.g., [8]) can be transformed into an equivalent
single-session flow routing solution. By equivalent, we mean
that the maximum network lifetimes under both ap-
proaches are identical. Furthermore, the consumed energy
at each AFN are identical at the end of network lifetime
under both approaches. In the second part of this paper, we
move on to investigate single-session flow routing solutions
when the bit-rate from each AFN is time-varying, as long as
the average bit-rate can be estimated beforehand. We
present an equivalence theorem that shows that an optimal
single-session flow routing solution for a sensor network of
variable bit-rate AFNs can be obtained from an auxiliary
network of constant bit-rate AFNs. We also show that, as
long as the estimated average bit-rate is close to the actual
value, the network lifetime achieved by single-session flow
routing solutions is indeed approaching to the optimum.

The remainder of this paper is organized as follows: In
Section 2, we present a reference model for a two-tier
wireless sensor network and discuss power consumption
behavior of upper-tier AFNs. In Section 3, we show how
an optimal multisession flow routing solution can be
transformed into an equivalent single-session flow routing
solution. Section 4 studies the optimal single-session flow
routing problem when the bit-rate from each AFN is
time-varying. Section 5 reviews related work, and Sec-
tion 6 concludes this paper.

2 NETWORK REFERENCE MODEL

2.1 A Two-Tier Architecture for Sensor Networks

We focus on a two-tier architecture for wireless sensor
networks, which was motivated by recent advances in
distributed source coding (DSC) for sensor networks [9],
[32]. Figs. 1a and 1b show the physical topology and a
snapshot of the logical routing topology of such network,
respectively. As shown in these figures, we have three types
of nodes in the network: microsensor nodes (MSNs), aggrega-
tion and forwarding nodes (AFNs), and a base-station (BS).
MSNs constitute the lower-tier of the network and are
deployed in groups (or clusters) around strategic locations
for various sensing applications. Each MSN is small and
low-cost and can be densely deployed within a small
geographical area. The objective of an MSN is very simple:
once triggered by an event (e.g., detection of motion or
biological/chemical agents), the MSN starts to capture live
data (video, audio, or scalar measurement), which it sends
directly to the local AFN in one hop. It is worth pointing out
that multihop routing among MSNs is not necessary due to
the small distance between an MSN and the local AFN. For
such a small distance (e.g., less than 50 meters), the
distance-dependent power consumption term is negligible
(also see (1)). Therefore, the radio-related power consump-
tion for an MSN is only determined by the distance-
independent term. In this case, there is no advantage of
using multihop routing among MSNs to forward data
streams to the AFN. By deploying these inexpensive MSNs
densely in clusters and within proximity of a strategic
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Fig. 1. Reference architecture for a two-tier wireless sensor network.

(a) Physical topology. (b) A logical topology.



location, it is possible to obtain a comprehensive view of the
area by exploring the correlation among the data collected
by each MSN. Furthermore, the reliability of surveillance
capability can be improved through redundant data
collected by the MSNs in the same cluster.

Within each cluster of MSNs, there is one AFN, which is
different from an MSN in terms of its physical structure and
logical functions. The primary functions of an AFN include:
1) data aggregation (or fusion) for data received from the local
MSNs and 2) forwarding (or relaying) the aggregated
composite flows (including flows from other AFNs) to the
next-hop AFN toward the base-station. For data fusion, the
AFN analyzes the content of each data stream received from
MSNs and then aggregates all the information through DSC
[9], [32]. Here, we assume the positions of MSNs and AFNs
are static after being deployed.

In addition to receiving data streams from MSNs within
the local cluster and performing information fusion among
the received data, an AFN has an important networking
function for the upper-tier AFNs: It serves as a relay node for
other AFNs to forward their data toward the base-station.
Although an AFN is expected to be provisioned with much
more energy than an MSN, it also consumes energy at a
substantially higher rate (due to wireless communication
over greater distances). Consequently, an AFN has a limited
lifetime. Upon the depletion of energy at an AFN, the
coverage for that particular area is lost.

The last component within the two-tier architecture is the
base-station, which is the sink node for flows generated by
all AFNs in the network. We assume that the base-station
has sufficient energy provisioning (e.g., direct power
supply) or its energy may be reprovisioned over time.
Therefore, the base-station is not subject to the energy
constraint. Further, we assume that the base station has
complete knowledge of each AFN’s location in the network,
its initial energy, and bit generation rate. Such information
can be obtained with many proposed localization techni-
ques in the literature (see, e.g., [2], [6], [16], [20], [27]) and its
discussion is beyond the scope of this paper.

In summary, the main function of the lower-tier MSNs is
data acquisition, while the upper-tier AFNs are used for
data fusion and forwarding the aggregated flows toward
the base-station. Although the physical topology is static,
there is a great degree of flexibility in terms of how the
network routing topology can be formed to forward data
flows from an AFN to the base-station. Power control at the
transmitter of an AFN determines the radio coverage of an
AFN, which, in turn, affects the network routing topology
[15], [31], [34], [40]. In the remainder of this paper, we will
explore how to perform single-session flow routing among
the AFNs (with power control on a large time scale) so that
network lifetime can be maximized.

2.2 Power Consumption Model

A detailed power consumption model for each component
in a wireless sensor node can be found in [17]. For an AFN,
the radio-related power consumption (i.e., in transmitter
and receiver) is the dominant factor [1]. When AFN i
transmits data to AFN k, the power consumption at the
transmitter can be modeled as

ptik ¼ cik � fik; ð1Þ

where fik (in b/s) is the bit-rate of the flow sent by
AFN i to AFN k. Here, cik is the power consumption cost
of link ði; kÞ, and

cik ¼ �þ � � dnik; ð2Þ

where � is a distance-independent term, � is a coefficient
associated with the distance-dependent term, dik is the
distance between these two nodes, n is the path loss
exponent, and 2 � n � 4 [33]. Typical values of these
parameters are � ¼ 50 nJ=b and � ¼ 0:0013 nJ=b=m4 when
n ¼ 4 [17]. In this paper, we adopt n ¼ 4 for all of our
numerical results.

The power consumption at the receiver of AFN j can be
modeled as [33]:

prj ¼ � �
X
k 6¼j

fkj; ð3Þ

where fkj (also in b/s) is the incoming bit-rate of the
composite flow received by AFN j from AFN k. A typical
value of � is 50 nJ=b [17].

3 OPTIMAL SINGLE-SESSION FLOW ROUTING

SOLUTION

In this section, we show that a multisession flow routing
solution can be transformed into an equivalent single-
session flow routing solution.

3.1 State-of-the-Art and Its Limitations

We discuss the existing multisession flow routing solution
by following closely to the work of Chang and Tassiulas in
[8]. Suppose that the data flow’s bit-rate generated by AFN i
is gi and the initial energy at AFN i is ei. Denote T as the
network lifetime for AFNs, i.e., the time duration from
network initialization until any AFN drains out of energy.
We then have the following incoming/outgoing flow
balance equations and energy constraints for each AFN i
(i ¼ 1; 2; � � � ; N):

gi þ
X
m 6¼i

fmi ¼
X
k 6¼i

fik þ fiB; ð4Þ

T � �
X
m 6¼i

fmi þ T �
X
k 6¼i

cikfik þ T � ciBfiB � ei; ð5Þ

where fik and fiB denote the flow rates from AFN i to
AFN k and to base-station B, respectively. The first
N equations in (4) state that, at each AFN i, the bit-rate of
the flow gi generated by i, plus the total bit-rate of incoming
flows received by i from other AFNs, is equal to the total
bit-rate of outgoing flows transmitted from i. The next
N inequalities in (5) state that the energy required to receive
and transmit all these flows at each AFN i, at the end of
network lifetime T , cannot exceed its energy constraint. Our
objective is to maximize T while both (4) and (5) are
satisfied.

To formulate an optimization problem for network flow
routing, let Vik ¼ fikT and ViB ¼ fiBT , where Vik and ViB are
the bit-volumes being sent from AFN i to k and B for T ,
respectively. We obtain the following linear programming
(LP) formulation:

HOU ET AL.: MAXIMIZING THE LIFETIME OF WIRELESS SENSOR NETWORKS THROUGH OPTIMAL SINGLE-SESSION FLOW ROUTING 1257



Max T

s:t:

giT þ
X
m 6¼i

Vmi �
X
k 6¼i

Vik � ViB ¼ 0 ð1 � i � NÞ; ð6Þ

X
m6¼i

�Vmi þ
X
k 6¼i

cikVik þ ciBViB � ei ð1 � i � NÞ; ð7Þ

where (6) is from the balance equations in (4) and (7) is from
the energy constraints in (5). Note that T , Vmi, Vik, and ViB
are variables and that gi, �, cik, ciB, and ei are all constants.

We now have a standard LP formulation, i.e., Max cx, s.t.

Ax � b and x � 0. For each AFN i, we denote set Qi

containing all the AFNs k satisfying dik < diB, i.e., AFNs in
Qi are within the radius from AFN i to the base-station B.
Then, our variable space for the LP formulation can be
further reduced if we take into consideration that, for
AFN i, only AFNs in Qi may be chosen as relay nodes; that
is, we can remove variable fik when k 62 Qi.

Clearly, such an LP approach will yield a multisession
flow routing solution, which requires a flow from a node to
be split into multiple paths during transmission. When an
AFN is equipped with a single transmitter/receiver pair,
the AFN is required to perform a packet-level power control
to implement the multisession flow routing solution so as to
reach different next-hop nodes. As discussed in Section 1,
such packet-level transmission/reception calls for stringent
requirement in synchronization among the AFNs, which
bring in considerable overhead.

3.2 Our Approach: Single-Session Flow Routing

In this section, we propose a completely different approach
for flow routing, which we call single-session flow routing.
Under this approach, power control and topology change are
only done on a much larger time scale instead of on the per-
packet basis. As a result, the synchronization requirement is
extremely low and its overhead is negligible when compared
to packet-level multisession flow routing solutions.

Our main contribution is to show that a multisession
flow routing solution can be transformed into an equivalent
single-session flow routing solution. By equivalent, we mean
that both flow routing solutions have the same network
lifetime. Besides preserving their flow balance, we also
require that the per-node energy consumption at the end of
network lifetime are identical under both solutions.

Theorem 1. Suppose that we have a multisession flow routing
solution  with maximum network lifetime T for a sensor
network. Then, there exists an equivalent single-session flow
routing solution  ̂ for the same network.

Theorem 1 can be proved by constructing a single-
session flow routing solution (denoted as  ̂) for a given
multisession flow routing solution  , and showing that  ̂ is
equivalent to  according to our criteria. In the following,
we will describe such an algorithm. Before we perform the
transformation, it is important to remove all flow cycles in
 . This is necessary to ensure that upon the termination of
the algorithm, the flow routing of each AFN will be in
single-session mode. Here, a flow cycle in  refers to a

directed cycle composed of directed links each carrying a

positive flow. Cycle detection and removal procedures can

use depth-first search and mark algorithms, which are

discussed in the literature (see, e.g., [10]). Therefore, we will

not discuss them further in this paper. It is worth pointing

out that, after a cycle detection and removal procedure, the

network lifetime will be identical to that obtained by

solving the LP formulation.
After performing cycle detection and removal proce-

dures, we obtain a cycle-free multisession flow routing

solution  with maximum network lifetime T . We are now

ready to perform multisession to single-session transforma-

tion. The transformation algorithm follows an exterior-to-

interior order, i.e., we begin with nonrelay AFNs first and

perform the transformation gradually on relay AFNs toward

the base-station. This procedure will ensure that, by the time

we perform transformation for AFN s, all the AFNs from

which AFN s receives flows have already been transformed

into single-session mode, and that all incoming flows to

AFN s are already determined by earlier transformations on

other AFNs.
The key idea of transformation is as follows: For each

AFN s, its relay nodes under a single-session flow routing

solution will be the same set of relay nodes under an

equivalent multisession solution. However, for single-

session solution, we partition network lifetime T into

several durations. For each duration segment, AFN s will

solely transmit its data to one particular relay node. The

length of these time durations during which AFN s will

transmit its outgoing flow exclusively to this respective

relay node can be determined by the total bit-volume sent to

this node under the multisession flow routing solution.
Under  ̂, denote f̂ikðtÞ and f̂iBðtÞ the bit-rates at time t

(0 � t � T ) from AFN i to AFN k and the base-station B,

respectively. Due to the nature of single-session flow

routing, at any time t 2 ½0; T �, there is only one flow in

the set of f̂ikðtÞ and f̂iBðtÞ that has a nonzero bit-rate.

Algorithm 1. For a cycle-free multisession flow routing

solution  with maximum network lifetime T , the following

iterative algorithm obtains an equivalent single-session flow

routing solution  ̂:

1. Identify a multisession AFN s such that

a) either s is not receiving flows from any other AFN

(i.e., a nonrelay AFN) or

b) all AFNs from which AFN s receives flows are
already in single-session mode.

If there does not exist such a multisession AFN, we

already have an equivalent single-session flow

routing solution  ̂; otherwise, perform the following

transformation for AFN s.

2. For AFN s, denote Rs ¼ r1; r2; � � � ; rjRS j as the set of

relay nodes for AFN s under multisession solution  .

If s has a direct flow to the base-station B under  , B
is also included in Rs. Let jRsj denote the number of

nodes in Rs. We define jRsj as the number of time

duration segments for the single-session solution, i.e.,

Ts;r1
¼ ½0; t1Þ, Ts;r2

¼ ½t1; t2Þ, � � � , Ts;rk ¼ ½tk�1; tkÞ, � � � ,
Ts;rjRs j ¼ ½tjRsj�1; tjRsj�, with tjRsj ¼ T . We will show
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tjRsj ¼ T in the correctness proof for this algorithm.

Ts;rk (k ¼ 1; 2; � � � ; jRsj) are defined as follows:

Z
Ts;rk

gs þ
X
m6¼s

f̂msðtÞ
" #

dt ¼ fs;rkT : ð8Þ

Then, we have a single-session flow routing schedule

for AFN s as follows:

f̂s;rkðtÞ ¼
gs þ

P
m6¼s f̂msðtÞ t 2 Ts;rk ;

0 otherwise;

�
ð9Þ

i.e., during Ts;rk , AFN s will solely transmit to node rk,

where k ¼ 1; 2; � � � ; jRsj.
3. Go to Step 1.

To show that Algorithm 1 is correct, it is sufficient to

show that the following two criteria are satisfied: 1) For

each AFN, the rate of incoming (including self-generated)

flows is equal to the rate of outgoing flow (i.e., flow balance)

at any time and 2) at time T , the energy consumption at

each AFN under  ̂ is the same as that under  . A complete

proof is given in the Appendix.
We now examine the complexity of Algorithm 1. It is

easy to see that there are at mostN iterations in Algorithm 1.

During each iteration, we need to determine which node s
we will perform transformation (OðNÞ complexity) and

compute jRsj ¼ OðNÞ time intervals for this node. Thus, the

total complexity is OðN2Þ.
It is worth pointing out that, for a specific AFN source

node, since every link used by the multisession solution will

also be used by the single-session solution during some

time interval, the maximum number of hops for an AFN

source node under both solutions is therefore identical.
So far we have not addressed any issues related to MAC

layer, as such issues are not unique to our problem and can

be addressed separately [8]. Nevertheless, we will offer a
brief discussion here. It turns out that the constant bit rate

traffic pattern (with rate change only on a very large time

scale) under the single-session flow routing solution can

greatly simplify the design at the MAC layer. This is

because, for such nonbursty regular traffic pattern, a MAC

protocol based on dedicated assignment, wherein band-

width is shared using a predetermined allocation, offers the

best performance [1]. Furthermore, the presence of a base-

station can greatly simplify the coordination of media access

and bandwidth allocation among the AFNs. Note that a

random access or contention-based MAC scheme is more

suitable for bursty traffic and is not a good choice here [1].

3.3 A Numerical Example

We use a 5-node network to illustrate how a multisession

flow routing solution can be transformed into an equivalent

single-session flow routing solution by using Algorithm 1.

Example 1. Referring to Fig. 2, suppose that we have

5 AFNs. The coordinates, local flow rate, and initial

energy for each node are listed in Table 1. The base-

station (B) is located at ð50; 100Þ m.
With the LP approach, we obtain a static multi-

session flow routing solution (see Fig. 2) with fik and
fiB listed in Table 2. For the given initial energy at each
AFN, the maximum network lifetime obtained by
solving the corresponding LP problem (see Section 3.1)
is T ¼ 302:88 days.

We now use Algorithm 1 to transform the above

multisession flow routing solution into a single-session

flow routing solution. According to Algorithm 1, since

nodes 2, 4, and 5 are already in single-session mode, there
is no need to perform transformation on them (except that

the flow rates of 4 and 5 need to be recomputed). We then

transform AFN 1 to a single-session routing schedule.

That is, since
R
T13
g1dt ¼ f13T and only T13 is unknown, we

obtain T13 ¼ ½0; 37:79Þ (in days). Similarly, we have T14 ¼
½37:79; 220:33Þ and T15 ¼ ½220:33; 302:88�. That is, during

½0; 37:79Þ days, AFN 1 sends its outgoing flow to AFN 3;

during ½37:79; 220:33Þdays, AFN 1 sends its outgoing flow
to AFN 4; during ½220:33; 302:88� days, AFN 1 sends its

flow to AFN 5. Following Algorithm 1, we proceed to

transform AFN 3 as follows: during ½0; 155:56Þ days,

AFN 3 sends all its flow to base-station B; during

½155:56; 302:88� days, AFN 3 sends all its flow to AFN 4.
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TABLE 1
AFN Coordinates (m), Local Flow Rate (kb/s), and
Initial Energy (kJ) of the Sample Sensor Network

TABLE 2
Internode Flow Rates in a Multisession Solution for Example 1



Fig. 3 shows the entire single-session flow routing

schedule during network lifetime of 302:88 days. It is easy

to verify that the flow balance equation at each AFN is
satisfied throughout ½0; 302:88�days, and that at the end of

302:88 days, the energy consumption at each AFN is the

same as that under the multisession flow routing solution.

3.4 Discussions

It is important to note that the single-session flow routing
solution developed in this paper is fundamentally different
from a TDM-based scheme. First and foremost, under a
TDM-based scheme, there is a regular time-frame that each
sender shall follow to send information in a specific time-
slot within the frame periodically. Under single-session flow
routing, an AFN can send flows to one node only within a
specific time duration, and will no longer send to this node
again at any other time. Second, the time scale of a TDM-
based scheme is typically small with deterministic patterns.
Under single-session flow routing, the time scale to change
next hop node is much larger (see Example 1 in Section 3.3).
Third, our single-session flow routing solution meets the
stringent requirement of satisfying flow balance and more
important, the energy constraint at AFNs, which may not be
the focus under a TDM-based scheme. Finally, our single-
session flow routing solution offers a perfect match when
directional antennas are employed by AFNs, since a
directional antenna has even greater potential to achieve

energy saving by focusing transmission beam only toward
its next hop node. However, the direction of antenna should
be only adjusted in a large timescale. On the other hand, a
TDM-based scheme is typically limited to omni-directional
antennas and may not be suitable for working with
directional antennas.

4 EXTENSION TO VARIABLE BIT-RATE

The results in the last section show that an optimal
multisession flow routing solution can be achieved by an
equivalent single-session flow routing solution with power
control on a large time scale instead of per-packet level. This
provides an important methodology on further research for
energy-constrained flow routing in wireless sensor net-
works. In this section, we relax the constant bit-rate
constraint for gi at each AFN i. We show that as long as
the average bit-rate (denoted as �gi) for giðtÞ can be estimated,
the optimal single-session flow routing solution is also
obtainable. As an example, if the bit rate from an AFN
follows an on/off process with known average bit-rate, we
show how to obtain an optimal single-session flow routing
solution to maximize network lifetime. In addition, we
show that, as long as the estimated bit-rate �gi does not
deviate too much from the actual value, the network
lifetime obtained through single-session flow routing is
near-optimal.
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(c) ½155:56; 220:33Þ days. (d) ½220:33; 302:88�.



4.1 Perfect Knowledge of Average Bit-Rate

We begin with the ideal case that we have perfect
knowledge of the average bit-rate of the flow generated
by AFN i, denoted as �gi. In this section, we show that an
optimal single-session flow routing solution for a sensor
network of variable bit-rate AFNs can be obtained by
studying the optimal single-session flow routing solution
for an auxiliary network of constant bit-rate AFNs, with the
optimal solution for the auxiliary network being obtained
with the procedures described in the previous section.

Denote P as the problem of variable bit-rate AFNs. The
initial energy at AFN i is ei and each AFN generates a flow
at rate giðtÞ. Denote �P as the problem of constant bit-rate
AFNs with the same network configuration and initial
energy at each AFN. Under �P , each AFN is assumed to
generate a constant bit-rate composite flow with rate �gi,
which is the estimated average of giðtÞ, i.e.,

�gi ¼ E½giðtÞ�: ð10Þ

The following theorem shows that, for a flow solution for �P
with maximum network lifetime T , there exists an
equivalent feasible solution for P with the same network
lifetime T :

Theorem 2. For a constant bit-rate problem �P with maximum
network lifetime T and the corresponding optimal flow routing
solution ��, there exists an equivalent single-session flow
routing solution � for the equivalent variable bit-rate problem
P with the same network lifetime T .

Theorem 2 can be proved by constructing a single-
session flow routing solution for P with the same network

lifetime as that obtained for �P . In the following algorithm,

we show that an optimal flow routing solution (with
constant bit-rate �gi) with maximum network lifetime T can

be transformed into a single-session flow routing solution

for P with the same network lifetime T . Not surprisingly,
this algorithm follows closely to Algorithm 1, with the

difference being that gi is now replaced by giðtÞ. Again, we
need to first perform the cycle detection and removal

procedure to ensure that the multisession flow routing

solution �� for �P is cycle-free before the transformation.

Algorithm 2. Given a flow routing solution �� for constant

bit-rate problem �P with maximum network lifetime T , the

following iterative algorithm obtains an equivalent single

session flow routing solution � for variable bit-rate problem
P with the same network lifetime T .

Denote �fik and �fiB as the flow rates from AFN i to AFN k

and to base-station B under ��, and fikðtÞ and fiBðtÞ as the

flow rates from AFN i to AFN k and to base-station B at

time t under �, respectively.

1. Under �� for �P , identify a multisession AFN s such that

a) either s is not receiving flows from any other AFN

(i.e., a nonrelay AFN) or
b) the incoming flows for AFN s in P are already

defined.

If no such AFN exists, we already have an equivalent

single-session flow routing solution � for P ; otherwise,

define the following outgoing flows for s in P .

2) For AFN s, denote Rs ¼ r1; r2; � � � ; rjRS j as the set of
relay nodes of s in �P (the base-station is also included

if s sends flow to B under ��). Here, jRsj denotes the

number of AFNs in Rs. Define jRsj durations,

Ts;r1
¼ ½0; t1Þ, Ts;r2

¼ ½t1; t2Þ, � � � , Ts;rk ¼ ½tk�1; tkÞ, � � � ,
Ts;rjRs j ¼ ½tjRsj�1; tjRsj�, with tjRsj ¼ T . Again, it can be

shown that tjRsj ¼ T . Ts;rk (k ¼ 1; 2; � � � ; jRsj) are

defined as follows:

Z
Ts;rk

gsðtÞ þ
X
m6¼s

fmsðtÞ
" #

dt ¼ �fs;rkT : ð11Þ

During Ts;rk , AFN s will only transmit to AFN rk.

Then, the single-session flow routing schedule at

AFN s for P is

fs;rkðtÞ ¼
gsðtÞ þ

P
m6¼s fmsðtÞ t 2 Ts;rk ;

0 otherwise:

�
ð12Þ

3) Go to Step 1.

The correctness proof for Algorithm 2 follows the same
token as the correctness proof for Algorithm 1 and is, thus,
omitted here to conserve paper length. There is one detail
that we should pay special attention to. In the correctness
proof for Algorithm 2, we assume that

�gs ¼
1

T

Z T

0

gsðtÞdt;

which means that the estimated bit-rate �gs is the actual
average bit-rate over time interval T . In practice, �gs may
deviate slightly from 1

T

R T
0 gsðtÞdt, which we will discuss in

Section 4.2.
Theorem 2 and Algorithm 2 show that, for problem P , we

can obtain a single session flow routing solution � with the
same network lifetime T , where T is the maximum network
lifetime that is achievable for problem �P with multisession
flow routing solution ��. The next theorem shows that this
network lifetime T is also the maximum achievable network
lifetime for P . Consequently, the single-session flow routing
solution � obtained by Algorithm 2 is also optimal.

Theorem 3 (� is Optimal). The single-session flow routing
solution � obtained by Algorithm 2 is optimal in terms of
maximizing network lifetime for problem P .

Proof. It is sufficient to show that the maximum network
lifetime for problem P is the same as the maximum
network lifetime for problem �P . First, since Theorem 2
shows that there is a solution for problem P with
lifetime T , where T is the maximum network lifetime for
problem �P , then the maximum network lifetime for
problem P should be greater than or equal to T .

We now show that the maximum network lifetime for
problem �P is also greater than or equal to the maximum
network lifetime for problem P . With these two findings,
consequently, we can conclude that the maximum
network lifetime for problem P is the same as the
maximum network lifetime for problem �P .

To show that the maximum network lifetime for
problem �P is indeed greater than or equal to the
maximum network lifetime for problem P , it is sufficient
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to prove that, for any given network flow routing
solution � under P with network lifetime � , we can find
an equivalent flow routing solution �� under �P with the
same network lifetime � .

Since � is a network flow routing solution for P , for
each AFN i, we have the following flow balance:

fiBðtÞ þ
X
k 6¼i

fikðtÞ ¼ giðtÞ þ
X
m6¼i

fmiðtÞ: ð13Þ

We also have the following energy constraint inequality:

X
m6¼i

�

Z �

0

fmiðtÞdtþ
X
k 6¼i
cik

Z �

0

fikðtÞdtþciB
Z �

0

fiBðtÞdt�ei:

ð14Þ

We now construct a flow routing solution �� for �P that
has the same network lifetime � . For ��, we define

�fik ¼
R �

0 fikðtÞdt
�

; ð15Þ

�fiB ¼
R �

0 fiBðtÞdt
�

: ð16Þ

We show that through such a construction, both the flow

balance equation and energy constraint are satisfied for
�P . Consequently, �� is a feasible flow routing solution for
�P . For flow balance, we have

�gi þ
X
m6¼i

�fmi ¼
1

�

Z �

0

giðtÞdtþ
X
m6¼i

Z �

0

fmiðtÞdt
" #

¼ 1

�

Z �

0

fiBðtÞdtþ
X
k 6¼i

Z �

0

fikðtÞdt
" #

¼ �fiB þ
X
k 6¼i

�fik:

The first equality holds by our assumption that gs ¼
1
�

R �
0 gsðtÞdt and by (15). The second equality holds due to

the flow balance (13). The third equality holds due to (15)

and (16).
Similarly, for the energy constraint, we haveX

k 6¼i
��fki� þ

X
k6¼i

cik �fik� þ ciB �fiB�

¼
X
k6¼i
�

Z �

0

fkiðtÞdtþ
X
k 6¼i
cik

Z �

0

fikðtÞdtþciB
Z �

0

fiBðtÞdt

� ei:

The first equality holds due to (15) and (16) and the

inequality holds due to (14). Thus, at time � , the energy

consumption at each AFN i under �� for problem �P is the

same as that under � for problem P , i.e., the network

lifetime under �� is also � for �P . Therefore, for any

achievable network lifetime � under P , we can also find a

flow routing solution under �P that has the same network

lifetime. This completes the proof. tu
The significance of Theorem 2 and Theorem 3 is that they

enable us to obtain an optimal single-session flow routing

solution for a general sensor network of variable bit-rate

AFNs (e.g., following an on/off process), as long as the

estimated average bit-rate of each AFN is the same as its

actual value. In a nutshell, this approach takes the following
two steps:

. First, we find an optimal multisession flow routing
solution �� for problem �P (from the LP problem
described in Section 3.1).

. Second, we apply Algorithm 2 to get an optimal
single-session flow routing solution for problem P .

4.2 Imperfect Estimate of Average Bit-Rate

Our investigation in Section 4.1 assumes that the estimated

average bit-rate �gi matches perfectly with the actual value,

i.e., �gi ¼ 1
T

R T
0 giðtÞdt. In practice, the estimated average bit-

rate for giðtÞ, i.e., �gi, could deviate from the actual value for

�giðtÞ over network lifetime T .
We now show that as long as this discrepancy is not

substantial, the procedure developed in Section 4.1 can still
yield a near-optimal single-session flow routing solution.
Furthermore, the deviation between the actual network
lifetime and the expected maximum network lifetime is
negligible, as long as the estimated average bit-rate �gi is not
far away from the actual value 1

T

R T
0 giðtÞdt, where T is the

actual network lifetime. We use the following example to
illustrate this result, which has the dual purpose of
illustrating the procedures to obtain a single-session flow
routing solution in Section 4.1:

Example 2. We use the sample network configuration in
Fig. 2, where there are 5 AFNs and a base-station (B). Each
AFN’s coordinates and initial energy are the same as those
in listed Table 1. The base-station is also located at the
same location (i.e., ð50; 100Þ m). The local flow bit-rate gi
listed in Table 1 now represents the estimated average bit-
rate �gi for AFN i, i.e., �g1 ¼ 9 kb/s for AFN 1, �g2 ¼ 7 kb/s for
AFN 2, �g3 ¼ 4 kb/s for AFN 3, �g4 ¼ 1 kb/s for AFN 4, and
�g5 ¼ 3 kb/s for AFN 5. Assume that giðtÞ (in kb/s) follows
a periodic on/off process (see Table 3).

Clearly, depending on the actual network lifetime T ,

the average rate for each AFN i over time T (i.e.,
1
T

R T
0 giðtÞdt) could be slightly different from its estimated

average �gi. We will show such slight discrepancy results

in negligible difference between the actual network

lifetime T and the estimated maximum network lifetime

(denoted as �T ).

Denote the flow routing problem for the network of
variable bit-rate AFNs as P and the flow routing problem

for the network of constant bit-rate AFNs as �P . Under �P ,

we assume that each AFN i generates a constant bit-rate

flow �gi, which is the estimated average bit-rate for AFN i.

We can build an LP problem (see Section 3.1) to get an
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optimal multisession flow routing solution for �P (see

Fig. 2) with exactly the same �fik and �fiB as listed in

Table 2. Again, the maximum network lifetime for �P of
the sample sensor network is �T ¼ 302:88 days.

Now, we move on to obtain a single-session flow

routing solution for P . According to Algorithm 2, since

AFNs 2, 4, and 5 are already in single-session mode,

there is no need to perform transformation on these
AFNs. For AFN 1, since it sends flows to AFNs 3, 4, and 5

under �P , we calculate T13, T14, and T15 using (11) in

Algorithm 2. That is, since
R
T13
g1ðtÞdt ¼ f13T and only T13

is unknown, we obtain T13 ¼ ½0; 37:87Þ (in days). There-

fore, during ½0; 37:87Þ days, AFN 1 sends its flows to

AFN 3. Similarly, we obtain that T14 ¼ ½37:87; 220:20Þ
and T15 ¼ ½220:20; 302:93� (in days) with

R
T14
g1ðtÞdt ¼

f14T and
R
T15
g1ðtÞdt ¼ f15T , respectively. That is, AFN 1

sends its flows to AFN 4 during ½37:87; 220:20Þ days and

sends its flows to AFN 5 during ½220:20; 302:93� days.

Note that the actual lifetime for AFN 1 (302:93 days) is

slightly different from the expected maximum network

lifetime (302:88 days), due to the imperfect average bit-

rate estimation for giðtÞ with �gi.

For AFN 3, since it sends flows to AFN 5 and base-

stationB under �P , we calculate T35 and T3B under P . SinceR
T3B
½g3ðtÞ þ f13ðtÞ�dt ¼ f3BT , we obtain T3B ¼ ½0; 155:68Þ

(in days). Similarly, since
R
T35
½g3ðtÞ þ f13ðtÞ�dt ¼ f35T ,

we obtain T35 ¼ ½155:68; 302:84� (in days). Therefore,

AFN 3 sends all its flows to base-station B during

time ½0; 155:68Þ and sends all its flows to AFN 5 during
time ½155:68; 302:84�. Again, we note that the actual

lifetime for AFN 3 (302:84 days) is slightly different from

the expected maximum network lifetime (302:88 days),

due to the same average bit-rate estimation error.
We can easily compute the node lifetimes of AFNs 2,

4, and 5, and find that AFN 4 has the smallest life 302:38.
Since AFN 4 has the smallest lifetime among all the
AFNs, it is also the network lifetime. Note that this is
very close to the maximum network lifetime under �P
(302:88 days). We now have completed a single-session
flow routing solution for P , which is summarized in
Table 4. It is easy to verify that the incoming/outgoing
flow balance holds for each AFN at any time during
½0; 302:38�, with the bit-rate of composite flows gener-
ated by each AFN, giðtÞ, defined in Table 3.

We can also verify that there is indeed a tiny
deviation here between the estimated average bit-

rate �gi and the actual average bit-rate for each AFN i

during ½0; 302:38� days. For example, for AFN 1, the

actual average bit rate over ½0; 302:38� is

1

302:38

Z 302:38

0

g1ðtÞdt ¼ 9:0075;

which is very close the the estimated average bit-rate for

g1ðtÞ, 9. Similarly, the actual average bit-rates for AFNs 2,

3, 4, and 5 over time interval ½0; 302:38� days are 7:0011,

4:9937, 1:0017, and 3:0062 (all in kb/s), which are very

close to the estimated averages bit-rates 7, 5, 1, and 3,

respectively.

5 RELATED WORK

There has been active research on addressing energy
conservation issues in wireless sensor networks. Several
review papers (e.g., [25], [30]) have examined various issues
when designing an energy-aware sensor network. In this
section, we briefly summarize related research efforts on
power control, power-aware routing, and network lifetime
maximization.

Power control capability has been studied at different
layers in recent years. At the network layer, most work on
the power control problem can be classified into two
categories. The first category is comprised of strategies to
find an optimal transmitter power to control the connectivity
properties of the network (see, e.g., [12], [18], [23], [28], [31],
[34], [40]). A common theme in these strategies is to
formulate power control as a network layer problem and,
then, to adjust each node’s transmission power, so that a
different network connectivity topology can be formed for
different objectives. For example, in [12], [18], the authors
propose to use power control to improve network through-
put, whereas, in [31], Ramanathan and Rosales-Hain’s
objective is to keep the number of one-hop neighbors
bounded. Algorithmic issues for minimizing total power
have been explored in [23]. In [28], Narayanaswamy et al.
present one of the first implementations of a power control
protocol that uses a common power level. In [34], [40], the
authors aim to design a distributed algorithm to achieve
minimum power routing topology while still maintaining
the desired network connectivity properties.

The second category is usually referred to as power-aware
routing. Most schemes use a shortest path algorithm with a
power-based metric, rather than a hop-count based metric
(see, e.g., [11], [15], [21], [24], [26], [29], [36], [38]). In [36],
Singh et al. make some suggestions on developing a metric
for power-aware routing, including energy consumed
per-packet, time to network partition, variance in battery
life of nodes, cost per packet, and node cost. In [38],
Stojmenovic and Lin propose a localized routing algorithm
based on the node’s lifetime and distance-based power-
metrics, with the aim of extending a node’s worst-case
battery lifetime. Energy-aware routing algorithms have also
been explored in the context of broadcasting and multi-
casting (see, e.g., [39], [41], [42], and references therein).
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However, energy-aware (e.g., minimum energy path)
routing may not ensure good performance in maximum
network lifetime [35]. For example, using the most energy-
efficient routes may still result in premature depletion of
energy at certain nodes, which is not optimal in some
performance measures such as network lifetime.

The notion of network lifetime for wireless sensor
networks has been discussed in [3], [5]. The network
lifetime definition in this paper is consistent with that
proposed in [3], [5]. The most relevant work on network
lifetime related to our research have been described in [7],
[8]. Here, we describe some additional relevant work on
maximizing network lifetime. In [4], Bhardwaj and Chan-
drakasan attempt to develop a bound for maximum
network lifetime through the notion of role assignment,
which corresponds to the single-session solution discussed
in this paper. But since the transformation from multi-
session solution to single-session solution is not explored,
their approach results in prohibitively complex problem
formulation, and polynomial solutions only exist for very
simple scenarios. In [19], Kalpakis et al. propose a so-called
GETTREE algorithm, which can be extended to give a
single-session solution. The algorithm is obtained by
applying results from graph theory, without exploring
some unique properties of these networks (e.g., bit-volume
conservation between equivalent solutions). Consequently,
such an approach results in rather complex solutions.

6 CONCLUSIONS

In this paper, we explored the flow routing problem for
two-tier wireless sensor networks with the objective of
maximizing network lifetime of upper-tier aggregation and
forwarding nodes (AFNs). Existing flow routing solutions
for maximizing network lifetime require data generated at
a node to be split into multiple subflows and to be
transported along different paths. For a node with single
transceiver, this would require a packet-level power
control to conserve energy, which calls for considerable
overhead in synchronization among the AFNs. In this
paper, we show that the packet-level power control is not
necessary. Instead, it is possible to achieve the same
maximum network lifetime by employing power control
in a much larger timescale with the so-called single-session
flow routing solutions. As a result, the synchronization
requirement is extremely low and its overhead is negligible
when compared to packet-level multisession flow routing
solution. In addition, we show how to perform optimal
single-session flow routing when the bit-rate generated by
AFNs is time-varying, as long as the average bit-rate can be
estimated. These results contribute new understanding on
lifetime-centric flow routing for energy-constrained wire-
less sensor networks.
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APPENDIX

CORRECTNESS PROOF FOR ALGORITHM 1

Since the flow balance for each AFN s under  ̂ is satisfied by
the definition for the single-session flow routing solutions in
(9), we only need to show that the energy consumption at
each AFN under  ̂ is the same as that under  .

We first prove (by induction) that the following two
equations hold:

tjRsj ¼ T; ð17ÞZ T

0

f̂skðtÞdt ¼ fskT : ð18Þ

1. Base case: If s is a nonrelay AFN, then

gstjRsj ¼
XjRsj

k¼1

Z
Ts;rk

gsdtþ
Z
TsB

gsdt

¼
XjRsj

k¼1

fs;rkT þ fsBT

¼
XjRsj

k¼1

fs;rk þ fsB

" #
T ¼ gsT :

The second equality above holds by the definition
for Ts;rk in (8). The last equality holds by the flow
balance equation at AFN s under multisession flow
routing solution  . Therefore, we have tjRsj ¼ T . To
show that (18) holds, we haveZ T

0

f̂s;rkðtÞdt ¼
Z
Ts;rk

f̂s;rkðtÞdt ¼
Z
Ts;rk

gsdt ¼ fs;rkT :

The first equality holds since we only need to
consider the time (in integration) when f̂s;rkðtÞ is
nonzero. The second equality holds since s is a
nonrelay AFN and f̂msðtÞ ¼ 0 in (9). The last equality
holds by applying the definition for Ts;rk in (8).

2. Induction step: If s is a relay AFN, suppose that all
AFNs m from which AFN s receives flows under  
are already transferred in single-session mode and
that Z T

0

f̂msðtÞdt ¼ fmsT ;

i.e., (18) holds for those AFNs m. We now show
that, for AFN s, (17) and (18) also hold. To show
this, we have

Z tjRs j

0

gsþ
X
m6¼s

f̂msðtÞ
" #

dt

¼
XjRsj

k¼0

Z
Ts;rk

gsþ
X
m6¼s

f̂msðtÞ
" #

dt

¼
XjRsj

k¼0

fs;rkT ¼
XjRsj

k¼0

fs;rk

" #
T

¼ gs þ
X
m6¼s

fms

" #
T ¼

Z T

0

gs þ
X
m6¼s

f̂msðtÞ
" #

dt:
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The second equality holds by applying the definition
for Ts;rk in (8). The fourth equality holds by the flow
balance under  . The last equality holds by the
induction assumption. Therefore, we have tjRsj ¼ T .
To show that (18) holds for AFN s, we haveZ T

0

f̂s;rkðtÞdt ¼
Z
Ts;rk

f̂s;rkðtÞdt

¼
Z
Ts;rk

gs þ
X
m 6¼s

f̂msðtÞ
" #

dt ¼ fs;rkT :

The first equality holds since we only need to
consider the time (in integration) when f̂s;rkðtÞ is
nonzero. The second equality holds by applying the
definition for f̂s;rkðtÞ in (9). The third equality holds
by applying the definition for Ts;rk in (8).

By 1 and 2, we have proved that (17) and (18)
holds for all AFNs under single-session solution  ̂.
We are now ready to show that the consumed
energy at each AFN at T under single-session
solution  ̂ is the same as that under multisession
solution  . For AFN s, we have

X
m6¼s

�

Z T

0

f̂msðtÞdtþ
X
k 6¼s

csk

Z T

0

f̂skðtÞdtþcsB
Z T

0

f̂sBðtÞdt

¼ �
X
m6¼s

fmsT þ
X
k6¼s

cskfskT þ csBfsBT � ei:

The equality holds by (18). The correctness proof
is now complete.
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