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Abstract

Energy constraints have had a significant impact on the
design and operation of wireless sensor networks. In this
paper, we investigate base station selection (or anycast)
problem in wireless sensor networks. We consider a wire-
less sensor network having multiple base stations (data sink
nodes), where each source node must send all its locally
generated data to only one base station. To maximize the
network lifetime, it is essential to optimally match each
source node to a particular base station in addition to find-
ing an optimal routing solution. We propose a polynomial
time heuristic for optimal base station selection for anycast
via a sequential fixing procedure, under the assumption that
the bit rate from each source node is constant. Through ex-
tensive simulation results, we show that this heuristic has
excellent performance behavior and is a tight low bound
that is very close to optimal solution for the original opti-
mization problem.

1 Introduction

Wireless sensor networks consist of battery-powered
nodes that are endowed with a multitude of sensing modal-
ities including multi-media (e.g., video, audio) and scalar
data (e.g., temperature, pressure, light, magnetometer, in-
frared). The demand for these networks is spurred by nu-
merous applications that require in-situ, unattended, high-
precision, and real-time observations over a vast area. Al-
though there have been significant improvements in proces-
sor design and computing, advances in battery technology
still lag behind, making energy resource the fundamental
constraint in wireless sensor networks.

As a result, there has been active research on exploring

optimal flow routing strategies to maximize the lifetime of
the network (see, e.g., [4, 6]). Network lifetime refers to
the maximum time that nodes in the network remain alive
until one or more nodes drain up their energy. Most prior
efforts assume that the mapping between a sensor node and
its sink node (base station) is given a priori. For example,
for a sensor network having only a single sink node (e.g.,
a base station) [3, 11, 14], all the data traffic generated by
the sensor nodes will be delivered to this sink node. For
a sensor network having multiple sink nodes, data traffic
generated by any sensor node may be delivered to multiple
base stations simultaneously [4, 6].

However, for the case when multiple base stations are
present, there has been little research to-date on address-
ing optimal base station selection for anycast routing where
anycast is defined in the sense that each source node must
send all its locally generated data to only one base station.
There are two aspects about this problem that are interest-
ing. From an application requirement perspective, although
many sensing applications allow collected data to be sent to
multiple base stations, this is not always the case for cer-
tain application. For example, for some real-time multime-
dia sensing applications (e.g., surveillance video), it is nec-
essary to have all the traffic generated from a source node
be routed to the same base station (albeit that they may be
split into sub-flows traversing different paths) so that de-
coding and processing can be properly completed. This
is because for multimedia traffic such as video, the infor-
mation contained in different packets from the same source
node are highly correlated and dependent (due to compres-
sion). A particular base station may not be able to decode
the video packets properly if packets generated by a source
node are sent to different base stations. From a communica-
tion power consumption perspective, how a particular base
station (as a destination sink node) is chosen could have
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significant impact on the overall network lifetime perfor-
mance. This is because communication power consumption
is topology dependent; the optimal flow routing strategy (to
maximize network lifetime) depends on the particular map-
ping between a sensor node (source) and a base station (des-
tination). As a result, there appears to be a compelling need
to understand how to perform anycast in energy-constrained
sensor networks.

In this paper, we investigate the optimal base station se-
lection problem for anycast with the aim of maximizing net-
work lifetime. We show that the joint base station selection
and anycast flow routing problem can be formulated as a
mixed integer nonlinear programming (MINLP) optimiza-
tion problem. Since MINLP is NP-hard in general [9] and
our base station selection problem is likely to be NP-hard as
well, we develop a heuristic algorithm in the hope of pro-
viding good solutions.

To provide a measure for the quality of our proposed
heuristic, we first explore computing a tight upper bound
on the maximization problem by applying a suitable relax-
ation technique. With this upper bound as a performance
measure, we move on to develop a heuristic algorithm. Our
heuristic, called “ABS”, for Anycast Base station Selection,
is based on the conjecture that the optimal base station for
a node should be closely related to the base station that re-
ceives the largest amount of traffic volume when there is
no constraint on the number of destination base stations.
We employ a sequential fixing procedure to find the opti-
mal base station for each node. Numerical results show that
the ABS algorithm yields a solution that has an objective
value very close to the upper bound produced by our relax-
ation procedure, hence suggesting that the solution offered
by our heuristic algorithm must be even closer to the opti-
mal solution.

The remainder of this paper is organized as follows. In
Section 2, we first describe the reference network model,
which is based on a two-tier architecture. Our focus is to
study optimal base station selection and anycast flow rout-
ing for the upper-tier aggregation and forwarding nodes
(AFNs). We also describe the power consumption behav-
ior for AFNs and introduce the anycast optimization prob-
lem that we plan to investigate. In Section 3, we formulate
the anycast problem as an MINLP problem, which is NP-
hard in general. Then we develop an upper bound for this
MINLP problem as a performance measure for any heuristic
algorithm. Since the base station selection problem is likely
to be NP-hard as well, in Section 4 we develop a heuristic
algorithm (ABS) to the anycast problem. In Section 5, we
offer extensive simulation results and show that the ABS
algorithm is able to offer near-optimal solution. Section 6
reviews related work and Section 7 concludes this paper.

Base Station (BS)

Aggregation and Forwarding
Node (AFN)
Micro−Sensor Node (MSN)

Base Station (BS)

Base Station (BS)

(a) Physical topology.

BS1 BS2

BS3

AFN i

AFN j

(b) Two examples illustrating anycast between an AFN and a BS.

Figure 1. Reference network model. Physical
network consisting of BS’s, AFNs, and MSNs
is shown in (a). In (b), we illustrate with two
examples for anycast between an AFN and a
BS.

2 Reference Network Model and the Anycast
Problem

2.1 Reference Network Model

We consider a two-tiered architecture for wireless sen-
sor networks [7, 18]. Figure 1(a) shows the physical net-
work topology for such a network. There are three types of
nodes in the network, namely, micro-sensor nodes (MSNs),
aggregation and forwarding nodes (AFNs), and base sta-
tions (BSs). The MSNs can be application-specific sensor
nodes (e.g., temperature sensor nodes (TSNs), pressure sen-
sor nodes (PSNs), and video sensor nodes (VSNs)) and they
constitute the lower tier of the network. They are small and
low-cost, and are deployed in groups (or clusters) at strate-
gic locations for sensing applications. The objective of an
MSN is to collect data and to send it directly to the local
AFN.1

1Due to the small distance between an MSN and its local AFN, multi-
hop routing among the MSNs may not be necessary.
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For each cluster of MSNs, there is one AFN, which
is different from an MSN in terms of physical properties
and functions. The primary functions of an AFN are: (1)
data aggregation (or “fusion”) for information flows com-
ing from the local cluster of MSNs, and (2) forwarding (or
relaying) the aggregated information to the next hop AFN
(toward a base station). For data fusion, an AFN analyzes
the content of each data stream (e.g., video) it receives, from
which it composes a complete scene by exploiting the cor-
relation among each individual data stream from the MSNs
[7]. After data fusion, the aggregated bit rate from an AFN�

(denoted as � � ) will be forwarded to toward a base station
in either single or multiple hops. Although an AFN is ex-
pected to be provisioned with much more energy than an
MSN, it also consumes energy at a substantially higher rate
(due to wireless communication over large distances). Con-
sequently, an AFN has a limited lifetime. Upon depletion of
energy at an AFN, we expect that the sensing coverage for
the particular area is lost, despite the fact that some of the
MSNs within the cluster may still have remaining energy.

The third component in the two-tiered architecture are
base stations. Essentially, base stations are the sink nodes
for all the data collected in the network. In this investi-
gation, we assume that there is sufficient energy resource
available at a base station and thus, there is no energy con-
straint for base stations.

In summary, the main functions of the lower tier MSNs
are data acquisition and compression while the upper-tier
AFNs are used for data fusion and wireless networking for
relaying sensing information to the base stations. Our focus
in this paper is on the upper tier wireless multi-hop commu-
nications among the AFNs toward a BS via anycast. Table 1
lists the notation used in this paper.

2.2 Power Consumption Model

As described, for AFN
�
, the aggregate bit rate generated

locally is � � , � � � 	 � 	 � � � 	 �
, which must be routed toward

a base station. For an AFN, the energy consumption due to
wireless communication (i.e., receiving and transmitting) is
considered the dominant source in power consumption [1].
The power dissipation at a radio transmitter can be modeled
as: � � � � 	 � � � � � � � � � � 	

(1)

where
� � � � 	 � �

is the power dissipated at AFN
�

when it is
transmitting to node

�
,

� � � is the bit rate transmitted from
AFN

�
to node

�
, and

� � � is the power consumption cost of
radio link � � 	 � �

and can be modeled as

� � � �  " $ � % &� � 	
(2)

where
 

is a distance-independent constant term,
$

is a co-
efficient term associated with the distance-dependent term,

Table 1. Notation.

Symbols Definitions'
and ( The number of AFNs and base stations) * + - / + 1

The location of AFN �2 +
The initial energy at AFN �3 +
The locally generated data rate at AFN �4 Power consumption coefficient for receiving data5 + 6
Power consumption coefficient for transmitting data from AFN �
to node �7 Distance independent term in power consumption for transmitting
data8
Distance dependent term in power consumption for transmitting
data9 + 6
Physical distance between AFN � and node �: < 6 > ?

< + < A The flow rate from AFN � to AFN B (or base station C ) with the

(or
: < 6 > ?

< + > ? ) source and destination being AFN � and base station CD F < The set of flows from an AFN to another AFN
(or

D F > ) (or a base station)D F < + The set of in-coming flows to AFN �D < + F
The set of out-going flows from AFN � to another AFN

(or
D < + G ) (or a base station)H < + > ?

If the data generated by AFN � will be transmitted to base
station C , then

H < + > ? I K
; otherwise

H < + > ? I M
N < 6 > ?

< + < A The data volume (in bits) transported from AFN � to AFN B (or

(or
N < 6 > ?

< + > ? ) base station C ) with the source and destination being AFN � and
base station CO F < The set of volumes from an AFN to another AFN

(or
O F > ) (or a base station)O F < + The set of in-coming volumes to AFN �O < + F

The set of out-going volumes from AFN � to another AFN
(or

O < + G ) (or a base station)P < + > ? I H < + > ? R
in LP-RelaxR

UB An upper bound for the anycast network lifetime9 ) � 1
The destination for AFN � under each heuristicR

ABS Network lifetime under the ABS algorithmR
nearest Network lifetime under the nearest base station selection approachR
random Network lifetime under the random base station selection approachS

ABS

I U
ABSU
UB

, normalized network lifetime under the ABS algorithmS
nearest

I U
nearestU

UB
, normalized network lifetime under the nearest base

station selection approachS
random

I U
randomU

UB
, normalized network lifetime under the random base

station selection approach

% � � is the physical distance between node
�

and node
�

, andV is the path loss index, with
� X V X Z

[20]. Example
values for these parameters are

 � ] ^
nJ/b and

$ � ^ ` ^ ^ � a
pJ/b/ V c (for V � Z

) [10].2 Since the power level of an
AFN’s transmitter can be used to control the distance cov-
erage of an AFN (see, e.g., [19, 21]), different network flow
routing topologies can be formed by adjusting the power
level of each AFN’s transmitter. Therefore, throughout this
paper, whenever we have a flow routing topology, we as-
sume that the power level at the underlying physical node is
also adjusted accordingly to achieve such inter-nodal com-
munications.

The power dissipation at a receiver can be modeled as
[20]: � f � � � � h � k

� lI �
� � � 	

(3)

2In this paper, we use m o p in all of our numerical results.
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where � � �� � � � � (in b/s) is the aggregated rate of the re-
ceived data stream by AFN

�
. A typical value for the pa-

rameter
�

is
	 �

nJ/b [10].

2.3 Optimal Base Station Selection for Anycast
Routing

The anycast problem we investigate in this paper in-
volves an optimal mapping between an AFN and a base
station such that the network lifetime can be maximized.
There are two components that are deeply coupled in this re-
search. The first component involves the mapping between
each AFN and a particular base station. The second com-
ponent deals with how to perform flow routing for a given
mapping such that the network lifetime can be maximized.
Many existing papers on optimal flow routing (e.g., [3, 6]
only addresses the second component of this problem, i.e.,
assuming that the mapping between an AFN and one (or
more) base station is known a priori. However, when the
mapping is not given, the joint problem of base selection
selection and flow routing (so that the network lifetime can
be maximized) becomes more interesting. In addition to
its intellectual interest, there are also important application
scenarios that motivate us to investigate this problem. In
particular, for certain applications (e.g., surveillance video),
it is necessary to forward all bit streams generated by an
AFN to the same base station (instead of to different base
stations). This is because partial data streams from a video
source may not be properly decoded and processed at a base
station.

It is worth noting that anycast routing is different from
single path routing. That is, although we mandate that all
bit streams generated by an AFN must be relayed to the
same base station, the bit stream can be split into sub-flows
and sent to the same base station through different paths
(see Fig. 1(b)). Although doing so will result in delay jitter
and thus require play-out buffer at the base station, this ap-
proach will be much more flexible and energy “wise” than
mandating to send the flow along a single path.

3 Problem Formulation and An Upper
Bound for Optimal Solution

3.1 Problem Formulation

For the base station selection/anycast routing problem,
denote

� � � � � � � � � � 
 � as the flow (in b/s) from AFN
�

to re-
lay node AFN � with the source and destination of the flow
being AFN

�
and base station � , where � 
 � � � � � � � � � � � �� � � � � � � � � � � �� � � � �� � � � � � � � �

. Similarly, de-
note

� � � � � � �  � � 
 � as the flow from AFN
�

to base station� with source and destination of the flow being AFN
�

and

base station � , where � 
 � � � � � � � � � �  � � � � � � � � � � �
� � � �

.
To formulate the optimization problem for the joint base

station selection and anycast flow routing problem, we need
to keep track of the incoming and outgoing flows at each
AFN. Denote the set of incoming flows to AFN

�
as � 
 � � ,

the set of outgoing flows from AFN
�

to other AFNs as� � � 
 , and the set of outgoing flows from AFN
�

to base
stations as � � � � . Then we have � 
 � � � � � � � � � ! � � � � �
� � � � � � � �� � � � �� � � � � � � � �

, � � � 
 �� � � � � � � � % � � � & � � � � � & �� � � & �� � � � � � � � �
,

and � � � � � � � � � � � � �  � � � � � � � � � � � � �
. De-

note , as the network lifetime, which is defined as the time
until the first AFN drains out of energy. Then the optimiza-
tion problem for the base station selection (BS) and anycast
routing (AR) can be formulated as follows.

Problem BS-AR: Max ,
s.t. - . 01 3 5 6 � 7 6 � 6 % 9 5 6 � 7 6 � 7  ; = 3 > 6 � 7  ? A C D F G F J K D F M F P R

(4)

-. 01 3 T U 5 6 � 7 6 � 6 % 9 5 6 � 7 6 � 7  ; -W 01 3 5 6 � 7 6 ! 6 � ? A C D F G F J K D F M F P K
D F \ F J K \ _? G R

(5)abb
c -d  � " 

 �  % e g  � $ h 6 � 6 % 5 6 � 7 6 � 6 % 9 -d  � " 
 � "  e g  � % h 6 � 7  5 6 � 7 6 � 7 

9 -d  � " 
 !  � e g $  � j 5 6 � 7 6 ! 6 �

k ll
m n F o 3 C D F G F J R

(6)

-t v x v y > 6 � 7  ? D C D F G F J R
(7)

n K 5 6 � 7 6 � 6 �
K 5 6 � 7 6 � 7  { A K > 6 � 7  ? A

or
D C 5 6 � 7 6 � 6 � | } � 6 K

5 6 � 7 6 � 7  | } � 7 K D F G K � K \ F J K G _? � K \ _? � K D F M F P R �
Note that � � � � 

is a binary variable used for base station
selection: if the data stream generated by AFN

�
will be

transmitted to base station � , then � � � �  � �
; otherwise� � � �  � �

. The set of constraints in (4) to (7) can be inter-
preted as follows. The first set of constraints in (4) focuses
on traffic flow generated locally at each AFN

�
. They state

that, for each AFN
�
, if base station � is the destination, then

the locally generated bit rate (i.e., & � ) will be equal to the
outgoing data flows from AFN

�
toward base station � via

a single hop (i.e.,
� � � � � � �  ) or multi-hop (i.e.,

� � � � � � � % ); other-
wise, all flows corresponding to the source-destination pair
( � � � ' ) must be zero. The second set of constraints in (5) fo-
cus on the traffic that use AFN

�
as a relay node. They state

that at each relay node
�
, the total amount of incoming traffic

(i.e., � ( �� � � � � � � ! � � ) should be the same as the total amount

of outgoing traffic (i.e., � )
�� � * � � � � � � � � % + � � � � � � �  ), for each
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source-destination pair ( � � � � ). The third set of constraints
in (6) concerns energy consumption at AFN

�
. They state

that, for each AFN
�
, the energy consumption due to trans-

mission and receiving (see Eqs. (1) and (3)) over the course
of the network lifetime should not exceed the initial energy
provision � � . Note that in (6), both flows generated locally
at AFN

�
and those flows that use AFN

�
as relay node are

included. Finally, the remaining two sets of constraints en-
force that AFN

�
can only transmit all of its data to one base

station under our anycast requirement, along with the logi-
cal restrictions on the optimization variables � � � � �

,
� � � � �� � � 	 ,

and
� � � � �� � � � . Note that



, � � , � � ,  � � � 	 , and

 � � � � are all
constants in this optimization problem.

Problem BS-AR is a mixed-integer non-linear program-
ming (MINLP) problem, which is, unfortunately, NP-hard
in general [9]. Although there exist software (e.g. BARON
[2]) to solve such problems, the solutions are obtainable
only for small networks. Although we do not have a formal
proof in this paper, we conjecture that our BS-AR problem
is also NP-hard. As a result, we pursue a heuristic algorithm
to address this problem.

In addition to designing a heuristic that offers a lower
bounding solution, we also develop an upper bound to this
problem, which can be used as a measure for the quality of
the heuristic solution obtained. In particular, if our heuristic
produces a solution close to this upper bound, then the so-
lution offered by the heuristic must be even closer to the ac-
tual optimal solution, hence demonstrating its performance.

3.2 An Upper Bound for Optimal Solution

In this section, we develop an upper bound for the BS-
AR problem (see Section 3.1) by studying a closely related
problem that can be formulated and solved via linear pro-
gramming (LP). This process involves two steps. As the
first step, we relax the binary requirement on � � � � �

by let-
ting � � � � �

be a real number with � � � � � 
 � � � � �
. Conse-

quently, the integer component in the MINLP problem dis-
appears and we now have a non-linear programming (NLP)
formulation. Apparently, the solution to this NLP formula-
tion gives an upper bound to the BS-AR problem since the
continuous relaxation of � � � � �

only increases the solution
space to the original BS-AR problem. There is also an in-
tuitive physical interpretation to this NLP problem. That is,
under this NLP problem, we allow the data from AFN

�
to

be sent to multiple base stations instead of to just one base
station. The fraction is determined by � � � � �

, i.e., AFN
�

sends � � � � �
of its data to base station � .

Although the resulting bilinear problem is still NP-hard
in general [9], the particular structure of problem BS-AR
permits it to be equivalently transformed into a linear pro-
gramming. To see this, let us multiply (4), (5), and (7) by �
and then use the linearizing substitutes � � � � �� � � 	

� � � � � � � �� � � 	 ,

� � � � �� � � � � � � � � � � �� � � � , and � � � � � � � � � � � � �
. Also denote� � � as the set of traffic volumes being transported among

the AFNs (i.e., the � � � � �� � � 	 variables) and
� � � as the set of

traffic volumes being transported between AFNs and base
stations (i.e., the � � � � �� � � � variables). Furthermore, for each
AFN

�
, denote

� � � � as the set of in-coming traffic volumes
(i.e., the � � � � �� � � � variables),

� � � � as the set of out-going

traffic volumes to other AFNs (i.e., the � � � � �� � � 	 variables),
and

� � � � as the set of out-going volumes to base stations
(i.e., the � � � � �� � � � variables). Then, the NLP problem can be
reformulated into the following equivalent LP problem.

LP-Relax: Max �
s.t. � � �� �

� � � � �� � � 	 � � � � � �� � � �  " � 	 � � � � # % ' ( * , * / 0 ( * 2 * 4 6
(8)

�� �� � 8 9
� � � � �� � � 	 � � � � � �� � � �  �; �� �

� � � � �� � � � # % ' ( * , * / 0 ( * 2 * 4 0
( * A * / 0 A C# , 6

(9)

�

 � � � �

� � � � E � � � � G
� � � � �� � � � � �


 � � � �
� � � 	 E � � � � I � � � 	 � � � � �� � � 	

� �

 � � � �

� � � � E � � � � I � � � � � � � � �� � � � * J � ' ( * , * / 6
(10)

�M O Q O R 	 � � � �  S # % ' ( * , * / 6
(11)

S 0 � � � � �� � � 	
0 � � � � �� � � � 0 	 � � � � T % ' � � � � �� � � 	 U � V � 0

� � � � �� � � � U � V � 0 ( * , 0 X 0 A * / 0 , C# X 0 A C# X 0 ( * 2 * 4 6 ]
where Eqs. (8) and (9) follow from the flow balance equa-
tions (4) and (5), Eqs. (10) follow from the energy con-
straints in (6), and Eqs. (11) follow from the energy con-
straints in (7). Note that � , � � � � �� � � 	 , � � � � �� � � � , and � � � � �

are
variables, and



, � � , � � ,  � � � 	 , and

 � � � � are all constants.
We now have a standard LP formulation, which was

transformed directly from the NLP problem. By their equiv-
alence, the solution to this LP problem yields an upper
bound to problem BS-AR. We will use this solution as a
performance measure for heuristics. Our numerical results
show that this upper bound is extremely tight to the optimal
solution to the MINLP problem, as our would expect from
the convex hull results presented by Sherali et al. in [22].

4 ABS: A Heuristic Algorithm

Suppose that we know an optimal mapping between each
AFN

�
and a base station. Then we can find an optimal flow

routing using an LP formulation similar to that in [6]. Since
such an optimal mapping is not available, we develop our
heuristic solution in two steps:3 1) find a good mapping

3Clearly, such a problem decomposition will yield a sub-optimal solu-
tion to the BS-AR problem. That is, the solution produced by this heuristic
algorithm is a lower bound for the BS-AR problem.
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between each AFN and a base station; 2) find an optimal
flow routing for this mapping.

Our heuristic algorithm in the first step is called ABS
(abbreviation for Anycast Base station Selection) and is mo-
tivated by the solution to the LP-Relax problem discussed
in the Section 3.2. Under LP-Relax, each AFN is allowed to
send its traffic to multiple base stations. The basic idea is to
assign a source AFN, say

�
, to the base station that receives

the largest amount of traffic volume (in bits) from AFN
�

among all the base stations in the solutions to LP-Relax.
In particular, we use the sequential fixing procedure with a
tunable parameter � to find the destinations for all AFNs.4

Algorithm 1 (ABS)

1. Solve the LP-Relax problem.

2. Now, fix some AFNs’ base stations via the solution to
LP-Relax problem. There are two cases.

(a) If there are AFNs that send at least � of its data
to one base station. For such an AFN

�
, i.e.,

� � � � � � � � � � � �
	 
 � � ,5 fix this base station as

its destination.

(b) If there is no AFN sends at least � of its data
to one base station. Assume that � � � � �

is the
largest among all � values, fix � � as AFN

�
’s des-

tination.

3. If all AFNs’ destinations are fixed, stop; otherwise, re-
formulate the LP-Relax problem. In this LP-Relax, if
AFN

�
’s destination is fixed as � � , then � � � � � � �

(i.e., � � � � � � �
) and all other � (or � ) variables for

AFN
�

are zero.6

4. Go to Step 1.

There is one small subtle detail that deserves further con-
sideration under this approach. Suppose that in Step 2(b),
the largest traffic volume sent by AFN

�
to a base station

is comparable to the second largest traffic volume sent by
AFN

�
to a different base station. Which base station should

we then choose as the optimal base station for anycast?
Clearly, the distance factor should be taken into consider-
ation since, doing so, would help reduce energy consump-
tion and help increase the network lifetime. Under ABS, we
choose the base station that is closer to source AFN

�
when-

ever the difference between the largest and second largest
traffic volumes (generated by AFN

�
) destined to two differ-

ence base stations is within a certain range. More formally,
we introduce a threshold parameter ( � ) to quantify the gap

4We use � � � � 	 � in our numerical results.
5Recall that AFN � sends a fraction of  � � � �

of its data to base station� � .
6Corresponding variables and constraints can be removed.

between the largest traffic volume and other traffic volumes
destined to different base stations. For source AFN

�
, if the

largest traffic volume to a base station 	 is comparable to
the second largest traffic volume to base station � under

LP-Relax, i.e., � � � � � � � � � � 
 � � , where � � � � � � � � � � �
	

and � � � � 
 � � � � � 
	 , respectively, in the solution to LP-
Relax, and the base station � is closer to AFN

�
than base

station 	 , then we choose base station � as AFN
�
’s anycast

destination. The parameter � is an engineering parameter
that is tunable.7

We emphasize that the amount of traffic volumes to dif-
ferent base stations under LP-Relax is the dominant reason
to map the AFN to a base station in our ABS algorithm.
The proximity of a base station to the AFN is considered
only if the largest and second largest traffic volumes to two
different base stations are comparable. In Section 5, we will
show that choosing the nearest base station to AFN

�
is not

a good approach.
Denote

� � � 

as the resulting destination for AFN

�
us-

ing the above mapping. Then we have � � � � � � � � � and
� � � � � � �

for � �
�� � � � 


. In the second step, we can find
the routing solution via an LP formulation as follows.

LP-Routing: Max �
s.t. �  �� �

� � � � � � �� � � � � � � � � � � �� � � � � �
� � � � � � � � � ! #

� �� � % &
� � � � � & �� � � � � � � � � � & �� � � � & � ( �) �� �

� � � � � & �� 
 � � � + � � � � � ! -
� � 0 � ! - 0 2� � #

�
� � � � � � �

� 
 � � 5 � � � � 6
� � � � � & �� 
 � � � �

� � � � � � �
� � � � 5 � � � � 7 � � � � � � � � � & �� � � �

� �
� � � � � � �

� � � � � � 5 � � � � 7 � � � � & � � � � � � & �� � � � & �
� 8 � � � � � � ! #

� - � � � � � & �� � � �
- � � � � � & �� � � � & � : + � � � � � � & �� � � � < � > � -

� � � � � & �� � � � & � < � > � - � � � - A - 0 � ! - � 2� A - 0 2� A # H

5 Performance Evaluation

In this section, we present numerical results demonstrat-
ing the performance of the ABS algorithm. In our exper-
iments, we consider different network sizes and numbers
of base stations under various topologies. In particular, we
consider networks consisting of

� � � �
,

� �
, and

! �
AFNs

along with
I � $

,
%
, and � base stations. That is, we have

a total of � possible
�

and
I

combinations. For each com-
bination, we run

� �
experiments (each under a randomly

generated network topology for the AFNs), thus obtaining
� �

sets of data.
7We use � �  in our numerical results.
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For each topology, an AFN
�

is placed randomly with
uniform distribution along both � and � dimensions within
the following range: � � �

� � �
� � � � � � � �

(m). The base sta-
tions, � 	

, � � , � � , and � 
 are located at � � � � �
, � � � � � � � �

,
� � � � � � � �

, and � � � � � � � � � � �
(all in meters), respectively.

When there are five base stations present, � � is located
at � � � � � � � � �

; when there are six base stations present, � �

and � � are located at � � � � � � �
and � � � � � � � � � �

, respectively.
The initial energy at AFN

�
is also randomly generated fol-

lowing a uniform distribution with � � �
� � � � � � � � �

(kJ).
The data rate generated by AFN

�
, � � , is also uniformly dis-

tributed within
� � � � � �

(kb/s).
For each run (90 total), we can obtain the upper bound

for the network lifetime (denoted as � 	 � ) through LP-
Relax as discussed in Section 3.2. Denote � ABS as the net-
work lifetime obtained via our ABS algorithm. For com-
parison against the performance of ABS, we also consider
the network lifetime obtained under two other approaches.
One approach is that each AFN

�
simply chooses the nearest

base station as its anycast base station. We denote the net-
work lifetime performance under this approach as � nearest.
The other approach is that each AFN

�
chooses a random

base station as its anycast base station. We denote the
network lifetime under this approach as � random. For the
ease of comparison among � UB, � ABS, � nearest, and � random

across all 90 sets of data, we present the normalized net-
work lifetime for � ABS, � nearest, and � random with respect
to � UB for each experiment and denote these normalized
network lifetimes as 
 ABS

� �
ABS�
UB

, 
 nearest
� �

nearest�
UB

, and


 random
� �

random�
UB

, respectively. The normalized network
lifetimes, 
 ABS, 
 nearest, and 
 random, are plotted in Fig. 2.
Evidently, 
 ABS is very close to the upper bound of

�
and

exhibits a very stable performance. Since the optimal nor-
malized lifetime for the original BS-AR problem lies be-
tween 
 ABS and

�
, we conclude that this upper bound is

extremely tight and that the network lifetime performance
under ABS is even closer to the optimal solution.

From Fig. 2, we can see that the heuristic ABS is sig-
nificantly superior to the nearest approach (in most cases),
which not only yields a worse performance than ABS in
most cases, but also, exhibits very wide oscillations in net-
work lifetime performance ( 
 Nearest), which is undesirable.
Furthermore, the random base station selection approach
offers a very poor performance (in most cases) compared
to the ABS heuristic. Although in rare cases, the random
selection approach solution may coincide with that for the
ABS heuristic, in most cases, its performance falls far be-
low that of the ABS algorithm.

Table 2 summarizes the statistical behavior of all the re-
sults from these �

�
runs, which reveals some quantitative

comparison among the approaches. First, in the worst case
(among the �

�
runs), the ABS algorithm stays within

� � � �
%

of upper bound (even closer to the true optimum). On the
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Figure 2. The normalized network lifetimes
under the ABS, Nearest, and Random base
station selection for �

�
data sets.

Table 2. Statistical comparison of the normal-
ized network lifetime for ABS, nearest, and
random base station selection approaches.

Worst Case Average 95% Confidence Interval
ABS 0.8041 0.9585 [0.9455, 1]

Nearest 0.2445 0.7251 [0.6845, 1]
Random 0.0085 0.2794 [0.2483, 1]

other hand, the worst case performance for the nearest and
random base station selection approaches are �

� �
� % and

� �
� �

% away from the upper bound. Second, on average,
the ABS algorithm is within

� � �
% of the upper bound, and

is
� � � �

% better than the nearest base station selection ap-
proach, and � �

�
� % better than the random base station se-

lection approach, respectively. The �
�
% confidence interval

for the ABS algorithm is also much narrower than that for
the nearest and random base station selection approaches.

To get a sense of what the real (instead of normalized)
network lifetimes look like, we list the network lifetimes
(all in days) for the last

� �
sets of data from the �

�
sets

of numerical results (with
� �

AFNs and � base stations) in
Table 3. Clearly, the ABS algorithm is much more supe-
rior that the nearest and random base station selection ap-
proaches in most cases. For set 86 in the table, we find that
the nearest approach happens to coincide with ABS and the
upper bound. This indicates that for this particular network
topology and initial parameters, ABS and the nearest base
station selection approach both yield the optimal solution.
But in general, the nearest base station selection approach
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Table 3. The actual network lifetime perfor-
mance (in days) for the last 10 sets of data.

Set Number
� UB � ABS � nearest � random

81 129.68 125.68 70.59 25.71
82 105.09 105.09 43.15 33.64
83 172.16 169.81 169.81 26.44
84 193.63 185.15 65.15 9.51
85 185.28 173.41 71.84 24.20
86 30.98 30.98 30.98 21.93
87 106.83 103.35 91.06 32.22
88 47.84 47.84 45.52 19.57
89 131.23 131.22 116.13 56.03
90 92.62 90.90 61.30 30.09

cannot offer good performance as ABS algorithm.

6 Related Work

For the Internet environment, anycast has been addressed
extensively (see, e.g., [17]). But the Internet environment
is radically different from wireless sensor networks (e.g.,
severe energy constraint) and thus results on anycast for the
Internet may not be directly carried over to wireless sensor
networks.

A recent survey on wireless sensor network research is
given in [1]. Although there has been active research on
energy efficient unicast [11, 15] and multicast (including
broadcast) [5, 8, 16, 23, 24, 25] for wireless sensor net-
works, there is very limited research on how to perform
anycast in such networks.

To the best of our knowledge, the first anycast routing
protocol for ad hoc wireless sensor networks was proposed
in [13]. Under this protocol, packets are delivered to the
nearest sink node. However, energy constraints and lifetime
performance were not considered in this effort. As we have
shown in Section 5, the nearest sink node approach does not
offer good performance for anycast flow routing.

A recent work on anycast routing was presented in [12].
In this effort, Hu et al. studied anycast routing by building
a source-based tree. This approach is somewhat similar to
the nearest-sink node approach in [13] in the sense that both
routings consider minimum energy path. But adapting min-
imum energy paths does not guarantee a good performance
with respect to the network lifetime.

In contrast, our work in this paper focuses on maximiz-
ing the network lifetime under energy constraints, and pro-
vides different results from the minimum energy path ap-
proach. Furthermore, the joint problem of base station se-
lection and anycast flow routing differs from a minimum
energy path routing.

7 Conclusions

This paper considers a wireless sensor network having
multiple base stations as data sink nodes. Since many real
time multimedia applications require to have each source
node send all its collected data to one base station for
data processing (e.g., video decoding), it is necessary to
optimally map each source node to a base station. We
have investigated the joint problem of base station selec-
tion and anycast flow routing with the aim of maximizing
the network lifetime. We propose a heuristic algorithm hav-
ing polynomial time complexity that is shown to be near-
optimal. This result contributes to the basic understanding
of anycast routing problems in sensor networks under en-
ergy constraint.
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