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Abstract— Wireless sensor networks are becoming increasingly
important in recent years due to their ability to detect and convey
real-time in-situ scenes for many civil and military applications.
A major technical challenge for a wireless sensor network lies in
the energy constraint at each node, which poses a fundamental
limit on the network lifetime. We consider two-tiered wireless
sensor networks and address the network lifetime problem for
upper-tier aggregation and forwarding nodes (AFNs). Prior efforts
have formulated the network lifetime problem into a linear
programming (LP) that results in a multi-session flow routing
solution. Under multi-session flow routing, each AFN must be
equipped with multiple transmitter to reach various destinations
at the same time, which poses a scalability problem in practice.
This paper shows that, by exploiting dynamic power control at
an AFN’s transmitter, a multi-session flow routing solution can be
converted into an equivalent single-session flow routing solution
(requiring only a single transmitter at each AFN). Consequently,
it shows that it is possible to design a single-session flow routing
solution that has the same optimal network lifetime as a multi-
session flow routing solution.

Index Terms— Network lifetime, energy constraint, flow routing,
power control, wireless sensor networks.

I. INTRODUCTION

Wireless sensor networks have recently found many new
applications that could have significant impact throughout our
society. In this paper, we consider two-tiered wireless sensor
networks that can be deployed for various sensing applications.
These networks consist of a number of sensor clusters and
a base-station. Each cluster is deployed around a strategic
location and consists of a number of wireless application
sensor nodes (ASNs) and one aggregation and forwarding node
(AFN). Each ASN is used to capture and transmit data streams
to an AFN while the AFN performs in-network processing
by aggregating all correlated information within the cluster
(which is also known as “fusion”). The AFN then forwards the
composite data stream to the base-station via single or multi-
hop transmission.

The most important performance measure for wireless sensor
networks is network lifetime. For two-tiered wireless sensor
networks, whenever an AFN runs out of energy, the sensing
capability for that local area is lost. Therefore, the definition
for network lifetime would be the time until any AFN fails.
Since the lifetime of each individual AFN heavily depends on
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its energy consumption behavior, and the majority of power
consumption at an AFN is due to its radio communication, it
is essential to devise strategies that can minimize radio-related
power consumption. One promising approach to maximizing
network lifetime is to control the power level of radio transmit-
ter. Since the power level of a radio transmitter directly affects
its coverage, it is important to utilize the relaying capability
among the AFNs to forward data streams.

This paper investigates the optimal network flow routing
(through power control) among the upper-tier AFNs to maxi-
mize the network lifetime. Among most of related efforts in this
area (see, e.g., [3]), there has been no consideration on the limit
of available transmitters at each AFN. Generally, this approach
would require the number of transmitters on each AFN be
O(N), where N is the number of AFNs in the network. In this
paper, we are interested in exploring flow routing solutions by
limiting each AFN to be equipped with only a single pair of
transmitter/receiver. Under the proposed approach, each AFN
can only transmit to a single destination at any time, and
thus it is called single-session flow routing solution. There are
several reasons why we are interested in such single-session
solutions. The single-session solution requires to fully exploit
dynamic power control capability at each AFN, which is a
much more challenging and interesting problem than static
multi-session flow routing solutions that have been studied in
prior efforts. More important, we believe that single-session
solution (based on dynamic power control) is the foundation
to all related research efforts in optimal flow routing problems
for maximizing network lifetime.

The main contribution of this paper is the development of
a conversion algorithm that transforms a multi-session flow
routing solution to an equivalent single-session flow routing so-
lution. The main idea for this conversion algorithm is to exploit
dynamic power control capability at each AFN’s transmitter. By
“equivalence”, we mean that, the network lifetime under either
solution is the same and the remaining energy on each AFN is
also the same at the end of network lifetime. Consequently,
this result shows that a single-session flow routing solution
can be as powerful as a multi-session flow routing solution
in achieving optimal network lifetime.

The remainder of this paper is organized as follows. In Sec-
tion II, we present the reference network model for the wireless
sensor network and discuss its power dissipation behavior. We
also formulate the optimal network flow routing problem for
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maximizing network lifetime into an LP problem. Section III
presents the conversion algorithm that transforms a multi-
session flow routing solution to an equivalent single-session
flow routing solution. In Section IV, we present an example to
illustrate the conversion algorithm. Section V reviews related
work and Section VI concludes this paper.

II. SYSTEM MODELING AND DEFINITIONS

A. Reference Network Model

We focus on a two-tiered architecture for wireless sensor net-
works.1 Figures 1(a) and (b) show the physical and hierarchical
network topology for such a network, respectively. There are
three types of nodes in the network: application sensor nodes
(ASNs), aggregation and forwarding nodes (AFNs), and base-
station (BS). The ASNs constitute the lower-tier of the network.
They are deployed in groups (or clusters) at strategic locations
for various sensing applications. Each ASN is small and low-
cost; they are densely deployed within a small geographical
area. The objective of an ASN is very simple: once triggered
by an event (e.g., detection of motion or biological/chemical
agents), it starts to capture live information (video, audio, or
scalar measurement), which it sends directly to the local AFN in
one hop. It is worth pointing out that multi-hop routing among
the ASNs are not necessary due to the small distance between
an ASN and its AFN. By deploying these inexpensive ASNs
densely in clusters, and within proximity of a strategic location,
it is possible to obtain a comprehensive view of the area by
exploring the correlation among the scenes collected at each
ASN. Furthermore, the reliability of area surveillance can also
be improved through redundancy among the ASNs in the same
cluster.

For each cluster of ASNs, there is one AFN, which is
different from an ASN in terms of both its physical properties
and logical functions. The primary functions of an AFN are: 1)
data aggregation (or “fusion”) for flows coming from the local
cluster of ASNs, and 2) forwarding (or relaying) the aggregated
data streams to the next hop AFN toward the base-station.
For data fusion, an AFN analyzes the content of each data
stream received from ASNs and composes a complete view by
exploiting the correlation among each individual scene at the
ASNs. In addition to receiving data streams from ASNs within
the local cluster and performing fusion function, AFNs have an
important networking function for the upper-tier architecture:
it serves as the relaying node for other AFNs to forward data
streams toward the base-station. Although an AFN is expected
to be provisioned with much more energy than an ASN, it
also consumes energy at a substantially higher rate (due to
wireless communication over large distances). Consequently,
an AFN has a limited lifetime. Upon the depletion of energy
at an AFN, we expect that the coverage for the particular area
under surveillance is lost.

The last component within the two-tiered architecture is the
base-station, which is basically the sink node for data streams

1The two tiered architecture is motivated by recent advances in distributed
source coding (DSC) for sensor networks [4], [11].
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Fig. 1. Reference architecture for a two-tiered wireless sensor network.

generated at all AFNs. A base-station may be assumed to
always have a sufficient battery provisioning, or its battery may
be re-provisioned during its course of operation. Therefore, its
power consumption is not a concern in our investigation.

In summary, the lower-tier ASNs are used for data ac-
quisition. The upper-tier AFNs are used for data fusion and
forwarding the aggregated information toward the base-station.

Although the AFNs and base-station locations are immobile,
there is a great degree of flexibility in how the network routing
topology can be formed to forward information from an AFN
toward the base-station. Power control of the transmitter at
an AFN can determine radio signal’s coverage, which in turn
affects the network routing topology [6], [10], [13], [16]. In this
paper, we will fully explore dynamic power control capability
to develop single-session flow routing solution to maximize
network lifetime.

B. Power Consumption Model

A detailed power dissipation model for each component in a
wireless sensor node can be found in [7]. For an AFN, the radio-
related power consumption (i.e., in transmitter and receiver) is
the dominant factor [1]. The power dissipation at a transmitter
can be modeled as:

pt(si, sk) = csi,skro , (1)

where pt(si, sk) is the power dissipated at AFN si when it is
transmitting to AFN sk, ro is the rate of the data stream sent
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by the transmitter, csi,sk
is the power consumption cost of link

(si, sk) and
csi,sk = αt1 + αt2d

n
si,sk

, (2)

where αt1 is a distance-independent term, αt2 is a distance-
dependent term, dsi,sk

is the distance between the two AFNs,
n is the path loss index and 2 ≤ n ≤ 4 [12]. Typical values for
these parameters are αt1 = 45 nJ/b and αt2 = 0.001 pJ/b/m4

(n = 4) [2]. Here, we use n = 4 in all numerical results.
The power dissipation at a receiver can be modeled as [12]:

pr = αrri , (3)

where ri (in b/s) is the incoming rate of received data stream.
Typical value of αr is 135 nJ/b [2].

C. Optimal Multi-session Routing via Linear Programming

In [3], Chang and Tassiulas show that an optimal multi-
session routing solution can be obtained via a linear program-
ming formulation. We briefly review the technique here.

Let fik be the rate sent along link (si, sk) and fiB be the
rate sent along link (si, B), we have the following flow balance
equation and energy consumption constraint for each AFN,

Fi +
∑
m�=i

fmi =
∑
k �=i

fik + fiB , (4)

∑
m�=i

Tfmiαr +
∑
k �=i

Tfikcik + TfiBciB ≤ ei . (5)

Our objective is to maximize the network lifetime T while both
(4) and (5) are satisfied.

Let Fik = fikT and FiB = fiBT , we have:
Maximize T
subject to

FiT +
∑
m�=i

Fmi −
∑
k �=i

Fik − FiB = 0 (1 ≤ i ≤ N) (6)

∑
m�=i

αrFmi +
∑
k �=i

cikFik + ciBFiB ≤ ei (1 ≤ i ≤ N) (7)

where (6) follows from the balance equation (4) and (7) follows
from the energy constraint in (5).

We now have a standard LP formulation, i.e., Max cx, s.t.
Ax ≤ b and x ≥ 0, which can be solved in polynomial time [8].
However, such LP approach yields a multi-session flow routing
solution, which requires each transmitter to send data streams
to multiple receivers at the same time. In the worst case, the
number of transmitters on each AFN must be O(N), which is
neither scalable nor practical.

In the rest of this paper, we pursue single-session flow
routing solutions (requiring each AFN be equipped with a
single pair of transmitter/receiver) that can be as effective as
an optimal multi-session solution.

III. MULTI-SESSION TO SINGLE-SESSION

TRANSFORMATION

This section present an algorithm that converts a multi-
session flow routing solution into an equivalent single-session
flow routing solution. The main constraint in the conversion is

to meet both flow balance equations and energy constraints. The
ordering in the transformation algorithm follows a “bottom-up”
approach, i.e., from the leaf nodes toward base-station. This
approach will ensure that, by the time we perform transforma-
tion operation for each AFN, all the nodes from which this
AFN receives data streams have already been transformed into
single-session mode.

Assume that the system is to be used for time [0, T ]. During
this period, each AFN si generates a stream at a rate of Fi,
has initial battery level ei.

Algorithm 1: (Multi-session to Single-session Flow
Transformation (MTS)) Given a multi-session flow routing
solution ψ for time [0, T ], denote fik(t) and fiB(t) the flow
rates from AFN si to AFN sk and to the base-station B at time
t, respectively. The following iteration transforms the multi-
session flow routing solution ψ to an equivalent single-session
flow routing solution ψ̂.

1) Identify a multi-session AFN s such that

• either s is not receiving data stream from any other
AFN (i.e., a leaf node), or

• all AFNs from which AFN s receives data stream
are already in single-session mode.

If no such multi-session AFN exists, we already have an
equivalent single-session flow routing solution, stop.

2) For AFN s, denote Rs = r1, r2, · · · , r|RS | be the set of
immediate relaying (receiving) nodes of s (base-station is
considered separately if s sends information to B under
ψ). Define |Rs|+1 intervals, Tr1 = [0, t1), Tr2 = [t1, t2),
· · ·, Tr|Rs| = [t|Rs|−1, t|Rs|), TB = [t|Rs|, Ts],2 such that
Trk

(k = 1, 2, · · · , |Rs|) and TB satisfy:
∫

Trk

(Fs +
∑
m�=s

f̂ms(t))dt =

∫ T

0

fs,rk(t)dt , (8)

∫
TB

(Fs +
∑
m�=s

f̂ms(t))dt =

∫ T

0

fsB(t)dt . (9)

The network flow routing transformation at s is

f̂s,rk(t) =

{
Fs +

∑
m�=s f̂ms(t) t ∈ Trk ,

0 otherwise.
(10)

f̂sB(t) =

{
Fs +

∑
m�=s f̂ms(t) t ∈ TB ,

0 otherwise.
(11)

3) Go to Step 1).
The following theorem shows the correctness of Algorithm 1.

The essence in the proof is to show the following two criteria
are met: 1) For each AFN, the incoming (including self-
generated) and outgoing traffic meet the flow balance equation
at any time, i.e., the flow rates are feasible, and 2) at time T ,
the energy consumption at each AFN is the same before and
after the transformation.

Theorem 1: (Multi-session to Single-session Flow Trans-
formation) Suppose that we have a multi-session flow routing
solution ψ for time [0, T ], Algorithm 1 will give an equivalent
single-session flow routing solution ψ̂.

2We will prove Ts = T .
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Proof. We first prove that Ts = T ,
∫ T

0
f̂sk(t)dt =

∫ T

0
fsk(t)dt,

and
∫ T

0
f̂sB(t)dt =

∫ T

0
fsB(t)dt.

If s is a leaf node, then

∫ Ts

0

Fsdt =

|Rs|∑
k=1

∫
Trk

Fsdt +

∫
TB

Fs(t)dt

=

|Rs|∑
k=1

∫ T

0

fs,rk (t)dt +

∫ T

0

fsB(t)dt

=

∫ T

0

(

|Rs|∑
k=1

fs,rk (t) + fsB(t))dt =

∫ T

0

Fsdt .

The second equality holds by the definitions for Trk
and TB in

(8) and (9). The last equality holds by flow balance equation
at AFN s. Therefore, we have Ts = T . Moreover, we have
∫ T

0

f̂s,rk (t)dt =

∫
Trk

f̂s,rk (t)dt =

∫
Trk

Fsdt =

∫ T

0

fs,rk (t)dt .

The first equality holds since we only need to consider the
time (in integration) when f̂s,rk

(t) is non-zero. The second
equality holds by flow balance. The last equality holds by
applying the definition for Trk

in (8). Similarly we can prove
that

∫ T

0
f̂sB(t)dt =

∫ T

0
fsB(t)dt.

If s is not a leaf node, then all AFNs from which AFN s
receives data stream are already in single-session mode. We
now show that Ts = T . This is true because

∫ Ts

0

(Fs) +
∑
m�=s

f̂ms(t))dt

=

|Rs|∑
k=0

∫
Trk

(Fs +
∑
m�=s

f̂ms(t))dt +

∫
TB

(Fs +
∑
m�=s

f̂ms(t))dt

=

|Rs|∑
k=0

∫ T

0

fs,rk (t)dt+

∫ T

0

fsB(t)dt =

∫ T

0

(

|Rs|∑
k=0

fs,rk (t)+fsB(t))dt

=

∫ T

0

(Fs +
∑
m�=s

fms(t))dt =

∫ T

0

(Fs +
∑
m�=s

f̂ms(t))dt .

The second equality holds by applying the definitions for Trk

and TB in (8) and (9), respectively. The fourth equality holds
by the flow balance equation. The last equality holds since we
have

∫ T

0
f̂ms(t)dt =

∫ T

0
fms(t)dt for AFN m. Therefore, we

have Ts = T . Moreover, we have
∫ T

0

f̂s,rk (t)dt =

∫
Trk

f̂s,rk (t)dt

=

∫
Trk

(Fs +
∑
m�=s

f̂ms(t))dt =

∫ T

0

fs,rk (t)dt .

The first equality holds since we only need to consider the
time (in integration) when f̂s,rk

(t) is non-zero. The second
equality holds by applying the definition for f̂s,rk

(t) in (10).
The third equality holds by applying the definition for Trk

in
(8). Similarly we can prove that

∫ T

0
f̂sB(t)dt =

∫ T

0
fsB(t)dt.

With the above results, we are ready to show that the flow
routing solution ψ̂ is equivalent to ψ. By definitions of f̂s,rk

(t)
and f̂sB(t) in (10) and (11), the flow balance equation holds at
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Fig. 2. An example illustrating multi-session to single-session flow routing
transformation.

each AFN. All we need to show is that the remaining energy
at each AFN at T remain unchanged. For AFN s, we have

∑
m�=s

αr

∫ T

0

f̂ms(t)dt+
∑
k �=s

csk

∫ T

0

f̂sk(t)dt+csB

∫ T

0

f̂sB(t)dt

= αr

∑
m�=s

∫ T

0

fms(t)dt+
∑
k �=s

csk

∫ T

0

fsk(t)dt+csB

∫ T

0

fsB(t)dt

≤ ei .

The first equality holds since each corresponding integral term
is equal. Thus, at the end of Algorithm 1, we obtain a new
network routing solution ψ̂ that is equivalent to the network
routing solution ψ. �

The significance of Algorithm 1 is that it can transform any
multi-session flow routing solution into a single-session flow
routing solution with the same network lifetime. Therefore, an
optimal solution developed in the context of single-session flow
routing can be as effective as the optimal solution developed
under multi-session flow routing.

IV. AN EXAMPLE

In this section, we use a simple example to illustrate how a
multi-session flow routing solution can be transformed into an
equivalent single-session flow routing solution.

Example 1: Referring to Fig. 2, suppose that we have
5 AFNs and each AFN has the following coordinates: s1 =
(150, 20), s2 = (50, 160), s3 = (150, 40), s4 = (110, 80), and
s5 = (110, 120) (all in meters (m)). The base-station (B) is
located at (50, 100). Suppose that the initial energy and flow
rate generated by each AFN are: e1 = 1104 kJ, F1 = 360 kb/s
for s1; e2 = 1040 kJ, F2 = 280 kb/s for s2; e3 = 1520 kJ,
F3 = 200 kb/s for s3; e4 = 768 kJ, F4 = 40 kb/s for s4; and
e5 = 832 kJ, F5 = 120 kb/s for s5.

Suppose that we have a multi-session flow routing solution
(see Fig. 2) with fik and fiB shown in Table I. It is easy to
verify that the flow balance equation is satisfied at each AFN.
For the given initial energy at each AFN, the network lifetime
of this flow routing solution is T = 215.04 days.

We now use Algorithm 1 to transform the above multi-
session flow routing solution into a single-session flow routing
solution. According to Algorithm 1, since s2 and s5 are already
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TABLE I

INTER-NODAL FLOW RATES IN THE EXAMPLE.

fik (kb/s) fiB (kb/s)
i k = 1 2 3 4 5 B
1 0 0 199.42 0 0 160.58
2 0 0 0 0 0 280.00
3 0 0 0 211.55 0 187.87
4 0 0 0 0 191.13 60.42
5 0 0 0 0 0 311.13

in single-session mode, there is no need to perform transforma-
tion on these two AFNs (except for the flow rate of s5 need to
be re-computed). We start with AFN s1 and transform it into the
following single-session routing: during time [0, 119.12), s1
sends data stream to s3; during time [119.12, 215.04], s1 sends
data stream to base-station B directly. Following Algorithm 1,
we proceed to transform the multi-session flow routing at AFN
s3 as follows: during time [0, 81.24), s3 sends data stream
to s4; during time [81.24, 215.04], s3 sends data stream to
the base-station B. Finally, we transform the multi-session
routing at AFN s4 to single-session and we have: during
time [0, 68.50), s4 sends data stream to s5; during time
[68.50, 215.04], s4 sends data stream to the base-station B.
It is easy to verify that the flow balance equation at each AFN
is satisfied throughout time [0, T ] and at the time T , the energy
consumption at each AFN is the same as that under the multi-
session flow routing solution.

V. RELATED WORK

Power control capability has been explored in research at
different layers. Here, we briefly review power control at
the network (routing) layer, which can be classified into two
areas. The first area comprises of strategies to find an optimal
transmitter power to control the connectivity properties of the
network (see, e.g., [10], [13], [16]). A common theme in these
strategies is to adjust each node’s transmitter power so that
different network connectivity topology can be formed. In [10],
Ramanathan and Rosales-Hain’s objective is to keep the number
of one-hop neighbors be bounded. In [13], [16], the authors
aim to design distributed power control algorithms to achieve
network connectivity.3

The second area could be called power-aware routing. Most
schemes use shortest path algorithm with a power-based metric,
rather than a hop count based metric (see e.g., [5], [6], [9],
[14], [15]). In [14], Singh et al., made some suggestions on
metrics for power-aware routing, including energy consumed
per-packet, time to network partition, variance in battery life
of nodes, cost per packet, and node cost. However, energy-
aware (e.g., minimum energy path) routing may not ensure good
performance in energy-constrained applications. For example,
use of the most energy-efficient routes may still result in
premature depletion of energy at certain nodes, which is not
optimal in terms of network lifetime.

3The notion of network lifetime in [16] is from connectivity perspective and
is different from ours.

VI. CONCLUSIONS

In this paper, we explored single-session flow routing solu-
tion to maximize network lifetime for wireless sensor networks.
The main contribution of this paper is the development of
a conversion algorithm that transforms a multi-session flow
routing solution to an equivalent single-session flow routing
solution. This result shows that a single-session flow routing
solution can be as powerful as a multi-session flow routing
solution in achieving maximum network lifetime and thus
serves as a capstone for future research in network flow routing
for sensor networks.
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