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Abstract 
Recently, there has been great interest in trans- 

porting real-time video over wireless IP networks 
from both industry and academia. Real-time video 
applications have quality-of-service (QoS) require- 
ments. However, fluctuations of wireless channel 
conditions pose many challenges t o  provide QoS for 
video transmission over wireless I P  networks. It 
has been shown that scalable video coding and adap- 
tive services are viable solutions under time-varying 
wireless environment. In  this paper, we propose an 
adaptive framework t o  support quality video commu- 
nication over wireless IP networks. The  adaptive 
framework includes: (1)  scalable video representa- 
tions, (2) network-aware video applications, and (3) 
adaptive services. Under this framework, as wire- 
less channel conditions change, the mobile terminal 
and network elements can scale the video streams 
and transport the scaled video streams to  receivers 
with acceptable perceptual quality. The key advan- 
tages of the adaptive framework are: (1) perceptual 
quality is  degraded gracefully under severe channel 
conditions; (2) network resources are eficiently uti- 
lized; and (3) the resources are shared in U fair man- 
ner. 

1 Introduction 
The proliferation of multimedia on the World 

Wide Web and the emergence of broadband wireless 
networks have brought great interest in real-time 
video communications over wireless IP  networks. 
However, delivering quality video over wireless net- 
works in real-time is a challenging task. This is 
primarily because of the following problems. 

Bandwidth fluctuations: First, the throughput 
of a wireless channel may be reduced due to 
multipath fading, CO-channel interference, and 
noise disturbances. Second, the capacity of a 
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wireless channel may fluctuate with the chang- 
ing distance between the base station and the 
mobile host. Third, when a mobile terminal 
moves between different networks (e.g., from 
wireless local area network to wireless wide 
area network), the available bandwidth may 
vary drastically (e.g., from a few megabits per 
second to a few kilobits per second). Finally, 
when a handoff takes place, a base station may 
not have enough unused radio resource to meet 
the demand of a newly joined mobile host. As 
a result, bandwidth fluctuations is a serious 
problem for real-time video transmission over 
wireless networks. 

High bit error rate: Compared with the wired 
links, wireless channels are typically much 
more noisy and have both small-scale (multi- 
path) and large-scale (shadowing) fades, mak- 
ing the bit error rate (BER) very high. The re- 
sulting bit errors can have devastating effect on 
video presentation quality. Therefore, there is 
a critical need €or robust transmission of video 
over wireless channels. 

Heterogeneity: In multicast scenario, receivers 
may have different requirements and proper- 
ties in terms of latency, visual quality, process- 
ing capabilities, power limitations (wireless vs. 
wired) and bandwidth limitations. The hetero- 
geneous nature of receivers' requirements and 
properties make it difficult to design an eficient 
multicast mechanism. 

It has been shown that scalable video is capable 
of coping with the variability of bandwidth grace- 
fully [a, 121. A scalable video coding scheme is to 
produce a compressed bit-stream, parts of which 
are decodable. Compared with decoding the com- 
plete bit-stream, decoding part of the compressed 
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bit-stream produces pictures with degraded qual- 
ity, or smaller image size, or smaller frame rate [7]. 
In contrast, non-scalable video is more susceptible 
to bandwidth fluctuations since it cannot adapt its 
video representation to bandwidth variations [12]. 
Thus, scalable video is more suitable for use in a 
wireless environment to cope with the fluctuation 
of wireless channels. Furthermore, scalable video 
representation is a good solution to heterogeneity 
problem in multicast case [12]. 

Recently, application-aware adaptive services 
have been demonstrated to be able to effectively 
mitigate fluctuations of resource availability in wire- 
less networks [2]. Scalable video representation nat- 
urally fit unequal error protection, which can ef- 
fectively combat bit errors induced by the wireless 
medium. This motivates us to present an adaptive 
framework to support quality video communication 
over wireless 1P networks. 

Our proposed adaptive framework consists of (1) 
scalable video representations, each of which has its 
own specified QoS requirement, (2) network-aware 
applications, which are aware of network status, and 
(3) adaptive services, which make network elements 
support the QoS requirements of scalable video r e p  
resentations. Under this framework, as wireless 
channel conditions change, the mobile terminal and 
network elements can scale the video streams and 
transport the scaled video streams to receivers with 
acceptable perceptual quality. Our adaptive frame- 
work has the following key features. 

1. Graceful quality degradation: Different from 
non-scalable video, scalable video can adapt its 
video representation to bandwidth variations 
and the network can drop packets with aware- 
ness of the video representations. As a result, 
perceptual quality is gracefully degraded under 
severe channel conditions. 

(2) a scheduling architecture for scalable video 
streams, which achieves both QoS (bounded delay 
and throughput guarantee) and fairness. 

The remainder of this paper is organized as fol- 
lows. Section 2 describes network-aware applica- 
tions. In Section 3, we present the adaptive services 
for transporting scalable video over wireless IP net- 
works. Section 4 summarizes this paper and points 
out future research directions. 

2 Network-aware Applications 

The use of network-aware applications is moti- 
vated by the following facts: (1) the bit error rate 
is very high when the channel status is poor, and 
(2) packet loss is unavoidable if the available band- 
width is less than required. If a sender attempts 
to transmit each layer without any awareness of 
the channel status, all layers may get corrupted 
with equal probability, resulting in very poor pic- 
ture quality. To address this problem, we propose 
to use network-aware applications, which preemp- 
tively discard enhancement layers at  the sender in 
an intelligent manner by considering network sta- 
tus. 

For the purpose of illustration, we present an ar- 
chitecture including a network-aware mobile sender, 
an application-aware base station, and a receiver 
in Fig. 1. The architecture in Fig. 1 is applica- 
ble to both live and stored video. In Fig. 1, at 
the sender side, the compressed video bit-stream is 
first filtered by the scaler, the operation of which 
is to select certain video layers to transmit. Then 
the selected video representation is passed through 
transport protocols. Before being transmitted to 
the base station, the bit-stream has to be modu- 
lated by a modem (i.e., modulatorjdemodulator). 
Upon receipt of the video packets, the base station 
transmits them to the destination through the In- 
ternet. 

Note that a scaler can distinguish the video lay- 
ers and drop layers according to their significance. 

ment layer down to the base layer. A scaler only 

2. Eficiency: When there is excess bandwidth 
reserved bandwidth), the 

bandwidth be in that The dropping order is from the highest enhance- 
maximizes the perceptual quality or revenue. 

3. Fairness: The resources can be shared in ei- 
ther a utility-fair manner [5] or a max-min fair 
manner. 

Previous works include Naghshineh’s adaptive 
framework [13], Lu’s adaptive service [ll], and 
Bianchi’s adaptive services [5]. Our adaptive frame- 
work is different from these previous works in 
two aspects: (1) network-aware applications and 

performs two operations: (1) scale down the re- 
ceived video representation, that is, drop the en- 
hancement layer(s); (2) transmit what is received, 
i.e., do not scale the received video representation. 

Under our architecture, a bandwidth manager 
is maintained in the base station. One function 
of the bandwidth manager is to notify the sender 
about the available bandwidth of the wireless chan- 
nel through signaling channel [14]. Upon receiv- 
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Figure 1: An architecture for transporting scalable 
video from a mobile terminal to a wired terminal. 

ing this information, the rate control module at 
the sender conveys the bandwidth parameter to the 
scaler. Then, the scaler regulates the output rate 
of the video stream so that the transmission rate is 
less than or equal to the available bandwidth. 

Another scenario is that the base station notifies 
the sender about the channel quality (i.e., BER) [3]. 
Upon receiving this information, the rate control 
module at the sender commands the scaler to  per- 
form the following (suppose that the video is com- 
pressed into two layers): (1) if the BER is above 
a threshold, discard the enhancement layer so that 
the bandwidth allocated for the enhancement layer 
can be utilized by forward error correction (FEC) to 
protect the base layer; (2) otherwise transmit both 
layers. 

The network-aware application has two advan- 
tages. Firstly, by taking the available bandwidth 
into account, the sender can make the best use 
of network resources by selectively discarding en- 
hancement layers in order to minimize the like- 
lihood of more significant layers being corrupted, 
thereby increasing the perceptual quality of the 
video delivered. Secondly, by considering the chan- 
nel error status, the sender can discard the enhance- 
ment layers and FEC can utilize the bandwidth allo- 
cated for the enhancement layer to  protect the base 
layer, thereby maximizing the possibility of the base 
layer being correctly received. 

Note that adaptive techniques at  physical/link 
layer are required to support network-aware a p  
plications. Such adaptive techniques include a 
combination of variable spreading, coding, and 
code aggregation in Code Division Multiple Access 
(CDMA) systems, adaptive coding and modulation 
in Time Division Multiple Access (TDMA) systems, 
channel quality estimation, and measurement feed- 
back channel [14]. In addition, the feedback interval 
is typically constrained on the order of tens to hun- 
dreds of milliseconds [14]. 

3 Adaptive Service 

A scalable video encoder can generate multiple 
layers or substreams to the network. The adap- 
tive service is to provide scaling of the substreams 
based on the resource availability conditions in the 
fixed and wireless network. Specifically, the pro- 
posed adaptive service includes the following func- 
tions. 

e Reserve a minimum bandwidth to  meet the de- 
mand of the base layer. As a result, the per- 
ceptual quality can always be achieved at  an 
acceptable level. 

Adapt the enhance layers based on the avail- 
able bandwidth and the fair policy. In other 
words, it scales the video streams based on re- 
source availability. 

Advantages of using scaling inside the network 

(1) Adaptiveness to network heterogeneity. For 
example, when an upstream link with larger band- 
width feeds a downstream link with smaller band- 
width, use of a scaler at the connection point could 
help improve the video quality. This is because it 
selectively drops substreams instead of randomly 
dropping. 

Scalable 
video representations make the operation at  a scaler 
very simple, i.e., only discarding enhancement lay- 
ers. Thus, the processing is fast, compared with 
processing on non-scalable video. 

(3) Lower call blocking and handoff dropping 
probability. The adaptability of scalable video at 
base stations can translate into lower call blocking 
prabability and handoff dropping probability. 

The adaptive service can be deployed in the whole 
network (i.e., end-to-end provisioning) or only at 
base stations (i.e., local provisioning). Since local 
provisioning of the adaptive service is just a subset 
of end-to-end provisioning, we will focus on end-to- 
end provisioning in this paper. 

The required components of the end-to-end adap- 
tive service include: (1) service contract, (2) call 
admission control and resource reservation, (3) mo- 
bile multicast mechanism, (4) substream scaling, 
(5) substream scheduling, and (6) link-layer error 
control, which are described in Section 3.1 to 3.6, 
respectively. 

include: 

(2) Low latency and low complexity. 
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3.1 Service contract 

The service contract between the application and 
the network could consist of multiple subcontracts, 
each of which corresponds to one or more sub- 
streams with similar QoS guarantees. Each subcon- 
tract has to specify traffic characteristics and QoS 
requirements of the corresponding substream(s). A 
typical scenario is that a subcontract for the base 
layer specifies reserved bandwidth while a subcon- 
tract for the enhancement layers does not specify 
any QoS guarantee. As examples, we will use this 
typical scenario for two-layered video in the rest of 
the paper. 

At a video source, substreams must be generated 
according to subcontracts used by the application 
and shaped at the network access point. In addi- 
tion, a substream is assigned a priority according 
to its significance. For example, the base layer is 
assigned the highest priority. The priority can‘ be 
used by routing, scheduling, scaling, and error con- 
trol components of the adaptive network. 

3.2 Call admission control and resource 
reservation 

Call admission control (CAC) and resource reser- 
vation are two of the major components in end-to- 
end QoS provisioning. The function of CAC is to 
check whether admitting the incoming connection 
would reduce the service quality of existing connec- 
tions, and whether the incoming connection’s QoS 
requirements can be met. If a connection request 
is accepted, resources need to be reserved for this 
connection in two parts. First of all, in order to 
maintain the specified QoS in long time-scale, the 
network must reserve some resources along the cur- 
rent path of a mobile connection. Second, in order 
to seamlessly achieve the QoS at short time-scale, 
some duplication must be done in the transport of 
the connection to neighboring base stations of a con- 
nection so that in the event of a handoff, an outage 
in the link can be avoided. 

The scalable video representation (i.e., sub- 
stream) concept provides a very flexible and efficient 
solution to the problem of CAC and resource reser- 
vation. First, there is no need to reserve bandwidth 
for the complete stream since typically only base- 
layer substream needs QoS guarantee. As a result, 
CAC is only based on the requirement of the base 
layer and resource is reserved only for the base-layer 
substream. Second, the enhancement layer sub- 
stream(s) of one connection could share the leftover 
bandwidth with the enhancement-layer substreams 
of other connections. The enhancement-layer sub- 

streams are subject to scaling under bandwidth 
shortage and/or severe error conditions, which will 
be discussed in Section 3.4. 

3.3 Mobile multicast mechanism 

CAC and resource reservation can provide 
connection-level QoS guarantee. To seamless guar- 
antee QoS at  packet level, mobile multicast mech- 
anism has to be used. That is, while being trans- 
ported along its current path, the base-layer stream 
is also multicast to its neighboring base stations 
so that QoS in small time-scale can be seamlessly 
achieved. 

To support seamless QoS, the mobile routing pro- 
tocol needs to be proactive and anticipatory in or- 
der to match the delay, loss, and jitter constraints 
of a substream. According to the requirements of 
a substream, multicast paths might need to be es- 
tablished. The multicast paths terminate at base 
stations that are potential access-point candidates 
of a mobile terminal. The coverage of such a mul- 
ticast path depends on the QoS requirements and 
the mobility as well as handoff characteristics of a 
mobile receiver. As a mobile station hands off from 
a base station to another, new paths are added and 
old paths are deleted [13). 

3.4 Substream scaling 

Scaling is employed during bandwidth fluctua- 
tions and/or under poor channel conditions. As the 
available bandwidth on a path reduces due to mobil- 
ity or fading, lower-priority substreams are dropped 
by the scaler(s) on the path and substreams with 
higher priority are transmitted. As more band- 
width becomes available, lower-priority substreams 
are p.assed through the scaler, and the perceptual 
quality at the receivers increases. Figure 1 showed 
an architecture for transporting scalable video from 
a mobile terminal to a wired terminal. Figure 2 de- 
picts an architecture for transporting scalable video 
from a wired terminal to a mobile terminal. We 
do not show the case of transporting scalable video 
from a mobile terminal to a mobile terminal since 
it is a combination of Fig. 1 and Fig. 2. 

The scaling decision is made by a bandwidth 
manager. When there is no excess bandwidth (ex- 
cluding reserved bandwidth), the bandwidth man- 
ager instructs the scaler to drop the enhancement 
layers. If there is excess bandwidth, the excess 
bandwidth can be shared in either a utility-fair 
manner [5] or a max-min fair manner [Ill. 
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Figure 2: An architecture for transporting scalable 
video from a wired terminal to a mobile terminal. 

3.5 Substream scheduling 

The substream scheduler is used in mobile ter- 
minals as well as base stations. Its function is to 
schedule the transmission of packets on the wireless 
medium according to their substream QoS specifi- 
cations and priorities. 

When a short fading period is observed, a mo- 
bile terminal tries to prioritize the transmission of 
its substreams in order to achieve a minimum QoS. 
Here, depending on channel conditions, a substream 
might be dropped for a period of time in order to 
accommodate higher-priority substreams. To deter- 
mine the transmission time of any packet in a spe- 
cific substream (or its position in the transmission 
queue), the scheduler takes two factors into account: 
(1) the relative importance of the substream com- 
pared to other substreams, and (2) wireless channel 
conditions. 

To achieve both QoS (e.g., bounded delay and 
reserved bandwidth) and fairness, algorithms like 
packet fair queueing have to be employed [4]. While 
the existing packet fair queueing algorithms pro- 
vide both bounded delay and fairness in wired net- 
works, they cannot be applied directly to wireless 
networks. The key difficulty is that in wireless net- 
works sessions can experience location-dependent 
channel errors. This may lead to situations in which 
a session receives significantly less service than it is 
supposed to receive, while another receives more. 
This results in large discrepancies between the ses- 
sions’ virtual times, making it difficult to provide 
both delay-guarantees and fairness simultaneously. 

To apply packet fair queueing algorithms, Ng 
et al., [15] identified a set of properties, called 
Channel-condition Independent Fair (CIF), that a 
packet fair queueing algorithm should have in a 
wireless environment: (1) delay and throughput 
guarantees for error-free sessions, (2) long term fair- 
ness for error sessions, (3) short term fairness for 
error-free sessions, and (4) graceful degradation for 
sessions that have received excess service. Then 

they presented a methodology for adapting packet 
fair queueing algorithms for wireless networks and 
applied the methodology to derive an algorithm 
based on the start-time fair queueing [8], called 
Channel-condition Independent packet Fair Queue- 
ing (CIF-Q), that achieves all the above properties 

As as an example, we consider two-layer video. 
Suppose that a subcontract for the base layer spec- 
ifies reserved bandwidth while a subcontract for the 
enhancement layer does not specify any QoS guar- 
antee, which is a typical case. We design an archi- 
tecture for substream scheduling shown in Fig. 3. 

Under our architecture, we partition the buffer 
pool (i.e., data memory in Fig. 3) into two parts: 
one for base-layer substreams, and one for enhance- 
ment layer substreams. Within the same buffer par- 
tition for base or enhancement layer, we employ 
per flow queueing for each substream. Furthermore, 
substreams within the same buffer partition share 
the buffer pool of that partition while there is no 
buffer sharing across partitions. We believe this 
approach offers an excellent balance between traffic 
isolation and buffer sharing. 

Under the above buffering architecture, we de- 
sign our per-flow based traffic management algo- 
rithms with the aim of achieving requested QoS and 
fairness. The first part of our architecture is CAC 
and bandwidth allocation. Video connections are 
admitted by CAC based on their base-layer QoS 
requirements. And bandwidth reservations for the 
admitted base-layer substreams are made accord- 
ingly. For admitted enhancement layer substreams, 
their bandwidth will be dynamically allocated by 
a bandwidth manager, which has been addressed 
in Section 3.4. The scaled enhancement layer sub- 
streams enter a shared buffer and are scheduled by 
a First-In-First-Out (FIFO) scheduler. The second 
part of our architecture is packet scheduling. Shown 
in Fig. 3 is a hierarchical packet scheduling architec- 
ture where a priority link scheduler is shared among 
a CIF-Q scheduler for base-layer substreams, and an 
FIFO scheduler for enhancement layer substreams. 
Service priority is first given to the CIF-Q scheduler 
and then to the FIFO scheduler. 

~ 5 1 .  

3.6 Link-layer error control 

To provide quality video over wireless, link-layer 
error control is required. Basically, there are two 
kinds of error control mechanisms, namely, forward 
error correction (FEC) and automatic repeat re- 
quest (ARQ). The disadvantage of FEC is that FEC 
is not adaptive to varying channel condition and it 
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Figure 3: An architecture for substream scheduling at a base station 

works only when BER is below the FEC code's re- 
covery capability. The disadvantage of ARQ is un- 
bounded delay; that is, in the worst case, a packet 
may be retransmitted in unlimited number of times 
to recover bit errors. 

To address the problems associated with FEC 
and ARQ, truncated type-I1 hybrid ARQ schemes 
[lo, 171 and delay-constrained hybrid ARQ [16] have 
been proposed. These hybrid ARQ schemes com- 
bine the good features of FEC and ARQ: bounded 
delay and adaptiveness. On the other hand, un- 
equal error protection [9] naturally fit the hierar- 
chical structure of scalable video. Specifically, the 
base layer can be better protected against transmis- 
sion errors than the enhancement layers. This form 
of unequal error protection is much more desirable 
than having to protect all the substreams. An open 
issue is how to combine unequal error protection 
with the hybrid ARQ schemes. 

4 Summary 
Recent years have witnessed a rapid growth of 

research and development to provide mobile users 
with video communication through wireless me- 
dia. In this paper, we examined the challenges 
in QoS provisioning for wireless video transport. 
We presented an adaptive framework to support 
quality video communication over wireless IP net- 
works. The adaptive framework is a combination of 
network-aware applications and application-aware 
networks. 

The proposed adaptive framework consists of (1) 
scalable video representations, (2) network-aware 
video applications, and (3) adaptive services. Under 
this framework, the mobile terminal and network 
elements can adapt the video streams according to 
the channel conditions and transport the adapted 
video streams to receivers with acceptable percep 
tual qualit,y. The advantages of deploying such an 
adaptive framework are that it can achieve suitable 
&OS for video over wireless, bandwidth efficiency, 
and fairness in resource sharing. 

The contributions of this paper are (1) an a d a p  
tive framework including three components, es- 
pecially, network-aware applications, and (2) a 
scheduling architecture for scalable video streams, 
which achieves both QoS (bounded delay and 
throughput guarantee) and fairness. 

Our future work will focus on evaluation of the 
proposed adaptive framework and scheduling archi- 
tecture. Under the adaptive framework, there are 
many issues that need to be addressed for imple- 
mentation purpose. We list some of them as follows. 

We must consider the particular multiple ac- 
cess control protocol (e.g., CDMA or TDMA), 
modulation, channel allocation and mobile ter- 
minal being used [l]. 

We also need to take into account how to adapt 
the rate at link and physical layers [14]. In 
addition, channel quality feedback mechanisms 
have been defined in link/physical layer stan- 
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dards to carry out rate adaptation. As of 
the emerging broadband wireless networks, we 
might also need to design new rate adaptation 
techniques. lected Areas in Communications. 

[6] Y.-C. Chang and D.G. Messerschmitt, “Adaptive 
layered video coding for multi-time scale band- 
width fluctuations,” submitted to IEEE J .  on Se- 

A scalable video coding scheme has to be care- 
fully designed so that it is robust to multi- 
ple time-scale &OS fluctuations in the wire- 
less/wireline network [6]. A scalable video cod- 
ing scheme should achieve high efficiency with 
less complexity. It should try to optimally de- 
compose video into multiple substreams with- 
out loss of compression efficiency. 

As a final note, the adaptive framework is tar- 
geted at quality video transport over near-term 
QoS-enabled wireless IP networks. In addition, the 
adaptive service could be provisioned either at  a sin- 
gle base station or for the entire network. In the real 
interconnected wireless IP networks, even though 
we cannot require each router deploy the adaptive 
service, a partial deployment of the adaptive ser- 
vice can still have clear benefits. For example, a 
service provider can deploy the adaptive service in 
its own network and its customers can enjoy the 
quality offered by the adaptive service in this net- 
work. Furthermore, it is entirely feasible to fully 
deploy the adaptive service within a single admin- 
istrative domain (e.g., Intranet) and achieve high 
statistical multiplexing gain and acceptable &OS. 
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