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Abstract 
We present an end-to-end approach to generalize the 

classical theory of R-D optimized mode selection for 
point-to-point video communication. We introduce a. 
notion of global distortion by taking into consideration 
of both the path characteristics and the receiver behav- 
ior, in addition to the source behavior. We derive, for 
the first time, a set of accurate global distortion metrics 
for any packetization scheme. Equipped with the global 
distortion metrics, we design an R-D optimized mode se- 
lection algorithm to provide the best trade-off between 
compression efficiency and error resilience. As an ap- 
plication, we integrate our theory with point-to-point 
MPEG-4 video conferencing over the Internet. Simula- 
tion results conclusively demonstrate that  our end-to- 
end approach offers superior performance over the clas- 
sical approach for Internet video conferencing. 

1 Introduction 
Video communication over the Internet is becoming 

an important application in recent years. For video 
communication over a network, a coding algorithm such 
as H.263 or MPEG-4 [3] usually employs rate control 
to match the output rate to the available bandwidth. 
This can be achieved by choosing a mode that min- 
imizes the quantization distortion between the origi- 
nal frame/macroblock and the reconstructed one un- 
der a given bit bud et [5, lo], which is the so-called 
rate-distortion (R-Df optimized mode selection. We 
refer such R-D optimized mode selection as the clas- 
sical approach. The classical approach is not able to  
achieve global optimality under the error-prone environ- 
ment since it does not consider the network congestion 
status and the receiver behavior. 

This paper presents an end-to-end approach to solve 
the fundamental problem of R-D optimized mode selec- 
tion for peer-to-peer video communication over packet- 
switched networks. We identify three factors that  have 
impact on the video presentation quality a t  the receiver, 
namely, the source behavior, the path characteristics, and 
the receiver behavior. We formulate the problem of glob- 
ally optimal mode selection using a new notion of global 
distortion metric and derive, for the first time, a set of 
accurate global distortion metrics for any packetization 
scheme. Equipped with the global distortion metrics, 
we design an R-D optimized mode selection algorithm to 
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provide the best trade-off between compression efficiency 
and error resilience. Our theory on R-D optimized mode 
selection is general and is applicable to many video cod- 
ing standards, including H.261/263 and MPEG-1/2/4. 

As an application, we apply our global R-D optimized 
mode selection to point-to-point MPEG-4 video confer- 
encing over the Internet. Simulation results conclusively 
demonstrate that  om end-to-end approach offers supe- 
rior performance over the classical approach for Internet 
video conferencing. 

The remainder of this paper is organized as follows. 
Sections 2 and 3 present the theory of globally optimal 
mode selection. As an application, Section 4 presents 
an end-to-end implementation architecture for point-to- 
point MPEG-4 video conferencing over the Internet, the 
performance of which is demonstrated with simulation 
results in Section 5. Section 6 concludes this paper. 

2 An End-to-End Approach 
We organize this section as follows. In Section 2.1, we 

introduce the notion of global distortion and formulate 
the problem of globally optimal mode selection. Sec- 
tion 2.2 examines the key factors contributing to  the 
global distortion. 

2.1 Problem Formulation 
For Internet video communication, on the sender side, 

]raw bit-stream of live video is encoded by a video en- 
coder. After this stage, the compressed video bit-stream 
is first packetized and then passed through the transport 
protocol layers before entering the network. Packets may 
be dropped inside the network (due to congestion) or at 
the destination (due to  excess delay). For packets that 
are successfully delivered to the destination, they first 
pass through the transport protocol layers and depacke- 
t8ized before being decoded at the video decoder. 

Table 1 lists the notations used in this paper [14]. 
In formulating the problem of globally R-D optimized 

mode selection, we consider an MB at location i (i E 
[0, Nh]) of a given frame. We assume that each MB can 
be coded using only one of the two modes in Z. 

The problem of classical R-D optimized mode selec- 
tion is to  find the mode that minimizes the quantization 
d!istortion D, for a given MB, subject to a constraint R, 
omn the number of bits used. This constrained problem 
can be formulated as 

minDp(M:) subject to R ( M r )  5 R,, 
MP 

where D,(M:) and R(M,") denote the quantization dis- 
tortion and the number of bits used, respectively, for 
niacroblock F? with a particular mode Mi". 
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Table 1: Notations. 

N I  : the total number of MBs in a frame. 
N h  : the highest location number of MBs in a frame 

NC : the number of MBs in a group of blocks (GOB). 
F," : the MB at  location i in frame n.  
F: : the coded MB at  location i in frame n. 
F: : the MB (at location in frame n) which is above F,", if it 

0" : the set of macroblocks p," (i E [0, Nh]) that does not have 

FgSn)': the probability of the event that p: is received 

P(i*n) : the probability of the event that p: is lost. 
&in) : the probability of the event that F; is received correctly 

Ptin) : the probability of the event that both F': and p," are 

[$ : the original value of pixel j in F: (raw data). 
[$ : the value of reconstructed pixel j in 8': at the encoder. 
f n .  : the value of reconstructed pixel j in F: at  the receiver. 
e!: : the prediction error of pixel j in inter-coded F," . 
E$ : the reconstructed prediction error of pixel j in inter-coded 

(Nh = Nf - 1). 

exists. 

F-" . 

correctly. 

and p: is lost. 

lost. 

Cn 
I ' .  fz;' : the value of reconstructed pixel U in F,"-l for prediction 

f;y1 : the value of reconstructed pixel 1 in FZ-' to replace f; 
of j;. 

due to EC-3.  
1 : the set of coding modes (i.e., 1 = {intra, inter}). 
MP : the mode selected to  code macroblock F," (M:  E 1). 
xk : the packet with sequence number k (k 2 0). 
11: : the sequence number of the last packet used to packetize 

< : the completely containing relation between a macroblock and 

5 : the partially containing relation between a macroblock and 

X : the set of packets that packetize frame 0, i.e., 

K : the number of Dackets in set X .  

macroblock p:. 

a packet. 

a packet. 

x = {x 0 : i E [o, Nh]}. 
7 ,  

The classical R-D optimized mode selection is optimal 
with respect to quantization distortion. However, the 
classical R-D optimized mode selection is not optimal 
with respect to the distortion D,, which measures the 
difference between the original image/frame/MB at  the 
source and the reconstructed one at  the receiver. This 
is because the classical R-D optimized mode selection 
does not consider the path characteristics (packet loss) 
and receiver behavior (error concealment), both of which 
affect the distortion D,. This motivates us to  propose 
globally R-D optimized mode selection. 

We consider the distortion D, , which is the difference 
between the original image/frame/MB at  the source and 
the reconstructed one at  the receiver. Under lossy envi- 
ronments such as Internet and wireless communication, 
the distortion D, is a random variable, which may take 
the value of either (1) the quantization distortion D, plus 
the distortion De, caused by error propagation, or (2) 
distortion D, caused by errors due to error concealment. 
We define the global distortion D as the expectation of 
the random variable D,. That is, 

where D, takes the value of (D,+De,) or D, with certain 
probability, which is determined by path characteristics 
(packet loss behavior). Therefore, the global distortion 

takes three factors into consideration: sender behavior 
(quantization and packetization), path characteristics, 
and receiver behavior (error concealment). 

The problem of globally R-D optimized mode selec- 
tion is to  find the mode that minimizes the global distor- 
tion D for a given MB, subject to a constraint R, on the 
number of bits used. This constrained problem reads as 
follows. 

min D(M;) subject to  R(M,") 5 R,, 
M? 

where D(M;") denotes the global distortion for mac- 
roblock F r  with a particular mode Mi". 

The global distortion can be expressed by the sum 
of absolute differences (SAD), mean absolute differ- 
ence (MAD), the sum of squared differences (SSD), 
mean squared error (MSE), or peak signal-to-noise ratio 
(PSNR). In this paper, we define the global distortion 
metrics for macroblock Fin in terms of MAD as follows. 

256 
MAD(F,r") = 

256 
MAD(F,r") = 

For the rest of the paper, we will develop theory based 
on MAD. However. our underlvine methodoloev is een- 
era1 and can be applied to othe; glzbal distortir i  merrics 
(i.e., SAD, SSD, MSE, PSNR). 

2.2 Key Factors in the Global Distortion 
Metric 

This subsection discusses in detail the three factors 
(i.e., sender behavior, path characteristics, and receiver 
behavior) that contribute to the global distortion. 

2.2.1 Source Behavior 

The source behavior includes quantization and packeti- 
zation, both of which have impact on global distortion. 
A description of the video encoder can be found in [14] 
and we will thus focus our discussion on packetization 
part of the source behavior. 

Throughout the paper, we assume that the payload 
size of a packet is always greater than the size of any 
MB. Note that under such assumption, an MB could be 
split into no more than two consecutive packets. We 
define several packetization schemes as follows. 

Definition 1 (Packetization Schemes) A packe- 
t ization scheme f o r  video bit-stream is called 

PIIT-1 i f  each generated packet has the same fixed 
packet size; 

PKT-2  i f  each generated packet solely contains a 
complete MB; 

P K T - 3  if each generated packet solely contains a 
complete GOB/slice. 
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Figure 1: Gilbert path model. 

Under PKT-1, the packet size can be set as large as 
path MTU to achieve efficiency. PKT-1 is widely used 
due to its simplicity. If P K T - 1  is used, there are only 
two cases for the relation between an MB and the last 
packet used to packetize it: (1) an MB ( F y )  is completely 
contained by a single packet ( X q ; ) ,  i.e., pr < X?;; or 
(2) an MB (Fin) is split into two consecutive packets and 
partially contained by each packet (X?;), '  i.e., F," 5 

If PKT-2  is used, an MB never gets split into two 
packets. Thus, loss of a packet only corrupts one MB, 
which enhances the error resilient capability of the video. 
For this reason, PKT-2  was adopted by Internet Engi- 
neering Task Force (IETF) [ll]. 

PKT-3  has similar property to  that of PKT-2 .  That  
is, a GOB/slice/MB is never split into two packets.2 
Thus, loss of a packet only corrupts one GOB/slice. 
PKT-3  was also adopted by IETF [15]. 

xc. 

2.2.2 Path Charact eristics 

Measurements of packet loss in the Internet have shown 
that the packet loss behavior can be modeled reason- 
ably well with a 2-state Markov chain, also known as 
the Gilbert model (see Fig. 1) [l]. That is, the Markov 
chain is in state R if a packet is received timely and 
correctly and in state L if a packet is lost either due to  
network congestion or due to  exceeding the maximum 
delay threshold. The parameters p and q are the transi- 
tion probabilities between states L and R. The durations 
of states L and R are exponentially distributed with re- 
spective mean lengths TL and TR, which are given by 
TL = and TR = i, respectively. The probability of the 
event that  the path is in state L (i.e., packet loss prob- 
ability) is given by PL = T:tTL = A. The transition 
matrix A of the 2-state Markov chain is given by ?+! 

In the end-to-end architecture, the transition probabili- 
ties p and q are given by: 

where NI is the number of successfully received packets 
when the previous packet is lost, N2 is the number of 

QP ' Quanlhacion Paramsla 

Figure 2: Block diagram of the video decoder. 

lost packets when the previous packet is lost, N3 is the 
number of lost packets when the previous packet is suc- 
cessfully received, and N4 is the number of successfully 
received packets when the previous packet is successfully 
r e ~ e i v e d . ~  N I ,  Nz ,  Ng, and N4 can be measured at the 
receiver. 

2.2.3 Receiver Behavior 

We define several error concealment schemes as follows. 

Definition 2 (Error Concealment Schemes) A n  
error concealment scheme is called 

e EC-1 i f  it replaces the whole frame (an which some 
M B s  are corrupted) with the previous reconstructed 
frame; 

e E C - 2  af it replaces a corrupted M B  with the M B  a t  

e EC-3 i f  it replaces the corrupted M B  with the M B  
from the previous frame pointed b y  a motion v e c t o ~ . ~  

the same location f r o m  the previous frame; 

We would like to  stress that  EC-1 and EC-2 are spe- 
cial cases of EC-3. 

A block diagram of the video decoder is depicted in 
Fig. 2 where EC-3 is used. Three switches S1, S2, and 
S3 represent three different scenarios, respectively [14]. 
Under EC-3, there are three cases for the reconstructed 
pixel a t  the receiver as follows. 

Case (2): The packet containing F," is received cor- 
rectly. If F," is intra-coded, then we have f; = f i ,  
which is illustrated in Fig. 2 with state {Sl: Intra, 
S2: No loss, S3: don't care}. If F," is inter-coded, 
then we have 

which is illustrated in Fig. 2 with state {Sl: Inter, 
S2: No loss, S3: don't care}. 

'To be specific, if pr is split, F: is partially contained by 
packet X,,;-l and partially contained by packet X,,; . 

2MPEG-4 does not have the concept of GOB for video se- 
quences with arbitrary shape. However, we can define a slice which 
is the part of GOB confined by two shape boundaries of the VO. 

3Packets that arrive later than the maximumexpected time are 
considered lost. 

4The motion vector of the corrupted MB is copied from one of 
its neighboring MB when available, otherwise the motion vector is 
set to zero. 
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Case (ii): The packet containing F;" is lost and 
the packet containing the MB above (F:) has been 
received correctly. Then we have fg = f;,', which 
is illustrated in Fig. 2 with state {Sl: don't care, 
S2: Loss, S3: MV#O}. 

Case (iii): Both the packet containing FY and the 
packet containing Fr are lost. Then we have fg = 
&-', which is illustrated in Fig. 2 with state {Sl: 
don't care, S 2 :  Loss, S3:  MV=O}. 

In the next section, we derive the global distortion 
metric based on the materials discussed in this section 
and design an algorithm for optimal mode selection. 

3 Optimal Mode Selection 
We organize this section as follows. In Section 3.1, we 

derive the global distortion metrics for an intra-coded 
MB and an inter-coded MB. In Section 3.2, we design 
an algorithm for optimal mode selection based on the 
global distortion metrics. 

3.1 Global Distortion Metrics 
Without loss of generality, we consider the distortion 

for macroblock s in frame N ,  where s (s E [0, N h ] )  is 
the location number and N ( N  2 0) is the frame num- 
ber. Note that the sequence number for both frame and 
packet start from zero. 

Assume the first I-frame of the video stream has been 
successfully r e ~ e i v e d . ~  Given transition matrix A for the 
Gilbert path model, after transmission of n packets, the 
transition matrix becomes A . A . .  . A ,  i.e., An, where - 

n 

A n =  [ l i p  l c p ] n .  

Since the resulting A" is a 2 x 2 matrix, we can denote 
An as 

where P$' ( i  E { L , R }  and j E { L , R } )  denotes the 
transition probability from state i to state j after trans- 
mission of n packets. 

3.1.1 Intra Mode 

It has been shown in [141on how to compute the proba- 
bility of the event that Fr  is rcceived correctly and the 
probability of the event that  FP is lost. In particular, 
the probabilities of p ipn)  and pi'n) ( n  _> 0) are given 

5The reason why we make this assumptionis to initia.lizeE{f!i} 
used by the encoding process. 

respectively by 

if X,,; E X I '  

and 

I o  if X,: E X 

It has also been shown in [14] on how to compute the 
probability of the event that p: is received correctly and 
Fr is lost and the probability of the event that both p: 
and pp are lost. Due to  paper length constraint, we refer 
interested readers to [14] for the details of probabilities 

The following proposition shows how to compute 
MAD for the intra-coded MB under the Gilbert path 
model and EC-3 [14]. 

PRL A(i?n) and p!~") (n 2 0). 

Proposition 1 Under the Gilbert model and EC-3, the 
MAD for the intra-coded MB at location s of frame N 
(N > 0 )  is given b y  

Eyl I f $  - E{f$}I 
~ ~ ~ ( ~ f V , i n t r a )  = 256 1 

where 

3.1.2 Inter Mode 

The following proposition shows how to compute MAD 
for the inter-coded MB under the Gilbert path model 
and EC-3 [14]. 

Proposition 2 Under the Gilbert model and EC-3, the 
MAD for the inter-coded MB at  location s of frame N 
(N > 0 )  is given b y  
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where 17:, a simplified Lagrangian can be given by 

J ( F r , M i )  = J ( F p , M : ) .  

Thus, the optimization problem of (3) reduces to 

We would like to stress that Proposition 2 holds for 
any packetization scheme. 

Although the global distortion metrics derived in Sec- 
tion 3.1 only apply to the Gilbert path model, the 
methodology we employ (i.e., the end-to-end approach) 
is general and can be applied to any path model (e.g., 
self-similar path model). 

3.2 Globally Optimized Mode Selection 
Given the packetization scheme used by the source, 

the path characteristics and the error concealment 
scheme used by the decoder, we design a globally R-D 
optimized mode selection algorithm. 

F; = (F;, . . . , F:+NG-l), where NG is the number of 
MBs in a GOB. Assume each MB in F; can be coded us- 
ing only one of the two modes in set Z. Then for a given 
GOB, the modes assigned to the MBs in F; are given 
by the Nc-tuple, M i  = (Mg”,...,M;+NG-l) E Z N G .  
The problem of globally R-D optimized mode selection 
is to find the combination of modes that minimizes the 
distortion for a given GOB, subject to a constraint R, 
on the number of bits used. This constrained problem. 
can be formulated as 

Consider a GOB denoted by 

minD(F:, M i )  subject to R(F:, M,”) _< R,, 
M:: 

(?:I 
where D(F;, M i )  and R(F;, MY)  denote the total dis- 
tortion and bit budget, respectively, for the GOB FF 
with a particular mode combination MY. 

The constrained minimization problem in (2) can bt: 
converted to an unconstrained minimization problem by 
Lagrange multiplier technique. Under the assumption 
of an additive distortion measure, the Lagrangian cost 
function can be given by 

~ + N G  - 1 

J(FJ,Mg”) = J(FF,MY) 
i=g  

d =g 

Thus, the objective function becomes 

If both the rate and distortion for macroblock F r  are not 
affected by other mode that is not used by macrob1oc:k 

where the global distortion D(F? ,  Mi”) can be expressed 
lby the formulae we derived in Section 3.1, according to 
-the coding mode, the packetization scheme used by the 
:source and the error concealment scheme used by the 
decoder. 

The problem of (4) is a standard R-D optimization 
problem and can be solved by the approaches described 
in [4, 6, 9, 121. Different from these approaches, we use 
a simpler method to obtain A. 

Since a large X in the optimization problem of (4) can 
reduce the bit-count of the coded frame, we employ this 
nature in choosing A. To be specific, at the end of frame 
n,  we adjust X for frame n + 1 (i.e., X,+1) as follows: 

where B, is the current buffer occupancy at the end 
of frame n and y is the buffer size. A, is initialized 
by a preset value XO. The adjustment in Eq. (5) is to 
keep the buffer occupancy at the middle level to reduce 
buffer overflow or underflow. In other words, Eq. (5) also 
achieves the objective of rate control. 

Sections 2 and 3 complete the theoretical part of our 
work. To evaluate the effectiveness of our approach, we 
apply our theory to a specific system - an architecture 
for point-to-point MPEG-4 video conferencing over the 
Internet. 

4 An Application for MPEG-4 Video 
In this section, we present an end-to-end architecture 

for point-to-point MPEG-4 video conferencing over the 
Internet. 

4.1 Architecture 
Figure 3 shows our end-to-end architecture for point- 

to-point MPEG-4 video conferencing over the Internet. 
We use the MPEG-4 rate control algorithm described 
in [2, 131 to control the output rate to be constant. In 
this paper, we set the rate fixed to investigate the error 
resilient capability of our architecture and algorithm. 

In Fig. 3, on the sender side, raw bit-stream of live 
video is encoded by an MPEG-4 encoder. After this 
stage, the compressed video bit-stream is first packe- 
tized at the sync layer and then passed through the 
RTP/UDP/IP layers before entering the Internet. Pack- 
ets may be dropped at a router/switch (due to conges- 
tion) or at  the destination (due to excess delay). For 
packets that are successfully delivered to the destina- 
tion, they first pass through the RTP/UDP/IP layers 
in reverse order before being decoded at the MPEG-4 
decoder. 
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Figure 3: An end-to-end architecture for MPEG-4 video 
conferencing . 

On the receiver side, a QoS monitor detects the packet 
loss through RTP sequence number and estimates the 
transition probabilities (e.g., p and q in the Gilbert 
model). When the receiver sends out a feedback RTCP 
packet to the source, the estimated parameters p and 
q are carried in the feedback packet. Once source re- 
ceives such feedback, it encodes the video based on the 
parameters p and q through the proposed R-D optimized 
mode selection in Section 4.4 and rate control algorithm 
in [2, 131. 

4.2 Feedback Control Mechanism 
Because UDP does not guarantee packet delivery, the 

receiver needs to  rely on upper layer (i.e., RTP/RTCP) 
to detect packet loss [7]. RTCP provides QoS feedback 
through the use of Sender Reports (SR) and Receiver Re- 
ports (RA) at  the source and destination, respectively. 
The feedback control protocol employs RTCP to convey 
QoS information so that QoS information can be uti- 
lized by the encoder. Packet loss can be detected by 
the QoS monitor through examining the RTP packet se- 
quence number at  the receiver side. On the other hand, 
a packet that arrives after the maximum delay threshold 
is considered lost. 

Since we employ the Gilbert path model, the path 
characteristics can be estimated by the QoS monitor as 
follows. Upon obtaining the packet loss information from 
RTP/UDP/IP module, the QoS monitor measures N I ,  
N2, N3, and N4,  and estimates the transition probabili- 
ties, p and q ,  through Eq. (1). 

The period for estimating p and q is set to five seconds. 
That is, N I ,  N2, N3 ,  and N4 are measured during the 
five-second period. At the end of each period, p and q 
are obtained through (1) and then conveyed to the source 
through an RTCP packet. Since N I ,  N2 ,  N3,  and N4 are 
reset to zero at the end of each period, the estimated p 
and q reflect the current network congestion status. 

4.3 Packetization and Error Concealment 
We use PI IT-3  rather than PI IT-2  to achieve effi- 

ciency for Internet video conferencing. In addition, when 
a packet is lost, we employ EC-3 to conceal the region 
associated with the lost packet. To be specific, each cor- 
rupted MB will be replaced with the MB in the previous 
frame pointed by an estimated motion vector. The esti- 
mated motion vector of the corrupted MB is copied from 
the MB above it when available, otherwise the motion 
vector is set to zero. Note that a more soDhisticated er- 

4.4 Feedback-Based Optimal Mode Selec- 

For implementation purpose, our end-to-end ap- 
proach also considers the impact of feedback mechanism 
on the video quality (in terms of global distortion). The 
rationale is as follows. Global optimality is not achiev- 
able without feedback since the source could not select an 
optimal mode without knowledge of the path character- 
istics and receiver behavior. In addition, the congestion 
status of the Internet is dynamically changing. Assign- 
ing the path characteristics (e.g., p and q )  with fixed 
numbers may either lose compression efficiency when 
the network is less congested than expected, or suffer 
from insufficiency of error resilience when the network 
becomes heavily congested. Therefore, it is not valid to 
assume that the path characteristics is known a priori 
and is fixed for the the real Internet. From our experi- 
ments and simulations, we observe that the percentage 
of intra-coded macroblocks should increase as the packet 
loss ratio increases in order to  improve the capability 
of error resilience. Thus, MPEG-4 video coding should 
adapt to the changing Internet environment, i.e., net- 
work congestion. 

This motivates us to  employ a feedback mechanism to 
convey such information to the encoder as the path char- 
acteristics (i.e., p and q )  estimated at the receiver and 
the error concealment scheme used by the decoder. The 
type of error concealment scheme used by the receiver 
can be transmitted at the set-up period of the session. 

Base on the theory in Section 3, we design a globally 
R-D optimized mode selection algorithm for MPEG-4. 
Since we employ PIIT-3,  EC-3 and the Gilbert path 
model, both the global distortion D(F:, intra) and the 
global distortion D ( F p ,  inter) (see 4) can be calculated 
using results in previous sections. Based on the feed- 
back p and q ,  the proposed algorithm will choose a mode 
which has the best trades-off between compression effi- 
ciency and error resilience. 

tion 

5 Simulation Results 
In this section, we implement the end-to-end archi- 

tecture described in Section 4 on our network simulator 
and perform a simulation study of video conferencing 
with MPEG-4. 

5.1 Simulation Settings 
The network configuration that we use is the chain 

network (Fig. 4). In our simulations, path G1 consists 
of one MPEG-4 source, three T C P  connections and three 
UDP connections while paths G2, G3 and G4 all consist 
of three T C P  connections and three UDP connections, 
respectively. The link capacities on Linkl2, Link23, and 
Link34 are all 350 Kbps. 

We implement the architecture depicted in Fig. 3 for 
MPEG-4 video. At the source side, we use the standard 
raw video sequence “Miss America” in QCIF format for 
the video encoder. The encoder employs the rate con- 
trol described in [2, 131 to  keep a constant rate at 100 
Kbits/s. The frame rate is 10 frames/s. The encoder is 
used in the rectangular mode, with intra-VOP refresh- 
ment period of 50 frames. 

ror concealment scheme than EC-3 may achieve better 
performance than that of EC-3. 

The encoded bit-stream is packetized with PIIT-3 
scheme (i.e., a packet corresponds to  a GOB). Additional 
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Table 2: Simulation parameters. 
End system MPEG-4 RGF’L 526 bytes 

Plate 100 Kbps 
Frame rate 10 frames/s 
I-VOP refreshment period 50 frames 
A0 1 
Ehffei- size 1 Mbytes 

Facket processing delay variation 
Facket size 576 bytes 
hlaxirnum receiver window size 
Clefault timeout 500 ms 
Timer granularity 500 ms 
TCP version Reno 

UDP E G L )  100 ms 
150 ms 
100 Kbps Tj7 

P e t  size 576 bytes 
Switch Buffer size 10 Kbytes 

Link End system to switch LinkE.peed 10 Mbps 

TCP h& packet processing delay 300 ps 
10 ps 

64K bytes 

w o j  f 1 

Packet processing delay 4 P 

Dist arice l k m  
Switch to switch D z i c e  1000 km 

G2 G3 G4 

Figure 4: A chain network. 

overhead from RTP/UDP/IP is also added to  the packet 
before it is sent to the network. We use 576 bytes for 
the path MTU. Therefore, the maximum payload length, 
MaxPL, for MPEG-4 is 526 bytes (576 bytes minus 50 
bytes of overhead) [8]. Packets may be dropped due to  
congestion in the network. For arriving packets, the re- 
ceiver extracts the packet content to form the bit-stream 
for the decoder. 

In addition to the MPEG-4 video, we also use 
TCP/UDP connections to simulate the background in- 
terfering traffic. All TCP sources are assumed to be 
persistent during the simulation run. For UDP connec- 
tions, we use an exponentially distributed on/off model 
with average ,??(Ton) and ,??(To//) for on and off periods, 
respectively. During each on period, the packets are gen- 
erated at peak rate r p .  The average bit rate for a UDP 
connection is, therefore, rp ,e. 

Table 2 lists the parameters used in our simulation. 
Under such simulation settings, we consider three dif- 

ferent encoders for MPEG-4 video as follows. 

Encoder A: employs the classical approach for R-D op- 
timized mode selection. 

2o 15 I 
” 0  5 10 15 20 25 30 35 40 45 50 

Frame Number 

Figure 5: PSNR at the receiver under the chain network. 

Encoder B: implements the globally R-D optimized 
mode selection described in Section 4.4, except that 
the feedback mechanism is disabled. 

Encoder C: implements the globally R-D optimized 
mode selection described in Section 4.4. Here, the 
feedback mechanism is employed. 

5.2 Results 
We run our simulation for 100 seconds. Since there are 

only 150 continuous frames in “Miss America” sequence 
available, we repeated the video sequence cyclically dur- 
ing the simulation run. 

Figure 5 shows the PSNR of the first 50 frames in 
the 100-second simulations. We observed that Encoder 
IC achieves the best performance, Encoder B has the 
;second best performance, and Encoder A performs the 
worst. That  is, our approach achieves better perfor- 
mance than the classical one, even if feedback mechanism 
:is not employed; feedback-based scheme (i.e., Encoder 
C )  achieves better performance than non-feedback-based 
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scheme (i.e., Encoder B). 
For the 100-second simulation run, the average 

PSNRs for Encoders A, B, and C are 26.9 dB, 28.9 dB 
and 30.4 dB, respectively. The packet loss ratios are all 
3.2%. 

6 Concluding Remarks 
In this paper, we investigated the fundamental prob- 

lem of R-D optimized mode selection for point-to-point 
Internet video communication from an end-to-end per- 
spective, which includes source behavior, path charac- 
teristics, and receiver behavior. We introduced a notion 
of global distortion by taking into consideration of both 
the path characteristics and the receiver behavior, in ad- 
dition to  the source behavior. We derived, for the first 
time, a set of accurate global distortion metrics for any 
packetization scheme. Equipped with the global distor- 
tion metrics, we designed an R-D optimized mode se- 
lection algorithm to provide the best trade-off between 
compression efficiency and error resilience. As an appli- 
cation, we applied our theory to point-to-point MPEG-4 
video conferencing over the Internet. Simulation results 
conclusively demonstrated that our end-to-end approach 
offers superior performance over the classical approach 
for Internet video conferencing. 
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